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ABSTRACT

Many important phenomena in quantum devices are dynamic, meaning that they cannot be studied using time-averaged measurements alone.
Experiments that measure such transient effects are collectively known as fast readout. One of the most useful techniques in fast electrical readout
is radio-frequency reflectometry, which can measure changes in impedance (both resistive and reactive) even when their duration is extremely
short, down to a microsecond or less. Examples of reflectometry experiments, some of which have been realized and others so far only proposed,
include projective measurements of qubits and Majorana devices for quantum computing, real-time measurements of mechanical motion, and
detection of non-equilibrium temperature fluctuations. However, all of these experiments must overcome the central challenge of fast readout: the
large mismatch between the typical impedance of quantum devices (set by the resistance quantum) and of transmission lines (set by the impedance
of free space). Here, we review the physical principles of radio-frequency reflectometry and its close cousins, measurements of radio-frequency
transmission and emission. We explain how to optimize the speed and sensitivity of a radio-frequency measurement and how to incorporate new
tools, such as superconducting circuit elements and quantum-limited amplifiers into advanced radio-frequency experiments. Our aim is threefold:
to introduce the readers to the technique, to review the advances to date, and to motivate new experiments in fast quantum device dynamics. Our
intended audience includes experimentalists in the field of quantum electronics who want to implement radio-frequency experiments or improve
them, together with physicists in related fields who want to understand how the most important radio-frequency measurements work.
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The bandwidth of standard electrical measurement setups is
typically limited by the RC low-pass filter formed by the resistance
of the sample, the input impedance of the amplifier, and the capac-
itance of the electrical cables that connect cryogenic devices to the
measurement instruments at room temperature. Quantum devices
usually have resistances of the order of the quantum of resistance
h/e* ~ 25.8kQ and the capacitance of the cables is in the range
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Ciine = 0.1 — 1 nF, which bring the cutoff frequency to no more
than few kilohertz.

An important example of this problem is the single-electron tran-
sistor (SET). SET charge sensors’” are the most sensitive electrometers
used to measure the charge occupation of quantum dots (QDs) by
monitoring the change of resistance of a closely positioned SET. In
principle,” their bandwidth could exceed 10 GHz, intrinsically limited
by the RC filtering due to the resistance of the two tunnel junctions in
series (>2h/e?) and the typical capacitance of few femtofarads
between the SET’s tunnel junctions. However, in practice, the band-
width is limited to few kilohertz because of the high capacitance of the
cabling that connects the output of the device to room temperature
electronics [Fig. 1(a)].

There have been some attempts”™ to overcome this obstacle by
introducing cryogenic amplifiers close to the device. This not only has
the effect of reducing the capacitance of the cable but also produces a
substantial amount of heat near the device. It is difficult to reduce the
amplifier resistance, Rayvp, much below the SET resistance since it

FIG. 1. (a) Conventional dc measurement of a SET. The SET is biased with a dc
voltage Vi, applied to the source electrode. A second line carries the current to the
amplifier, which outputs a voltage Vo (b) Radio-frequency measurement of the
SET embedded in a combination of impedances Lc and Cp. The SET is illuminated
by an rf ac voltage Vi, injected via a transmission line of characteristic impedance
Zy. The reflected signal is routed by a directional coupler and a second transmis-
sion line to the amplifiers, which outputs Vo, () Picture of a sample board for
radio-frequency measurements mounted on a copper enclosure. Reproduced from
Ibberson et al., Appl. Phys. Lett. 114, 123501 (2019) with the permission of AIP
Publishing LLC.” The PCB hosts a high-frequency SMP connector on the left hand
side, a horizontally positioned wirewound ceramic inductor (part of the matching
network), three varicap diodes (gold-colored circular components) for frequency
and matching tuning, RC filters on every bias line and a vertically positioned shunt
inductor to provide attenuation of modulation frequencies on the matching varicaps.
Finally on the right-hand side, a sample is bonded to the matching network.

REVIEW scitation.org/journal/are

would create a voltage divider for the signal. Another approach is to
replace the voltage amplifier by a current-to-voltage converter, with a
lower input impedance, that measures the current at the output of the
SET,” but the improvement is modest.

In 1998, Schoelkopf et al. introduced the radio-frequency SET
(rf-SET),” which can measure the charge occupation of quantum dots
with a bandwidth exceeding 100 MHz. The solution was to place the
SET at the end of a transmission line [Fig. 1(b)] while illuminating the
device with an rf signal whose reflected phase and amplitude depend
on the impedance of the SET. The high resistance of the SET is con-
verted to the Zy = 50Q characteristic impedance of the line by a
matching network combining the impedances of an inductor L¢ and a
capacitor Cp, in its simplest implementation. Since all the components
in the amplification chain, including the amplifier input impedance,
are now matched to Zy, the bandwidth of the measurement is greatly
enhanced.

Since then, rf techniques for QDs have flourished, motivated, in
particular, by the emergence of quantum computation using the spin
of charged particles confined to real or artificial atoms (QDs) to
encode qubits.” Practical quantum computation requires error-
correction schemes that involve fast high-fidelity single-shot readout
of qubits,” much faster than their coherence time. Such sensitive and
fast readout could be provided by the rf-SET [or related readout devi-
ces such as the rf quantum point contact (rf-QPC)], or dispersive
readout.

Radio-frequency techniques are becoming increasingly popular
to study other kinds of quantum devices and phenomena. In particu-
lar, they have been employed for measuring low-dimensional systems,
nanomechanical resonators, superconducting quantum interference
devices (SQUIDs), and Majorana devices as well as to perform fast
thermometry. Owing to its high-bandwidth, rf readout enables mea-
surements of the time evolution of rapid physical effects. In some
cases, as we shall see, the input signal induces novel non-equilibrium
phenomena, allowing their study.

B. Organization of the review

In Sec. 11, we introduce the fundamental concepts essential to
understand rf measurements and all the subsequent sections of this
review. This section is particularly important for readers who are new
to high-frequency electronics. We present the basic constituents of rf
setups and the principles of propagation of high-frequency electronic
signals along transmission lines, of impedance matching, of signal
composition and demodulation.

In Secs. 11T and IV, we present dissipative and reactive readout of
quantum devices by focusing on the representative example of charge
sensing in QDs. In the case of dissipative readout, the change of the
sample resistance due to changes in the electrostatic environment
modifies the amplitude of the rf signal. In the case of reactive readout,
the phase of the rf signal changes due to variations of the device capac-
itance or inductance. We describe the examples of charge sensing in
QDs as illustration. We explain the working principle of the rf-SET,
the rf-QPC, and dispersive readout. For each case, we give an overview
of the state of the art.

Technological developments have greatly improved the sensitivity
and bandwidth of high-frequency measurements. The engineering of rf
cavities is the subject of Sec. V. Variable capacitors, for example, allow
in situ tuning of the cavity resonant frequency in order to optimize
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impedance matching to the device to be probed. Superconducting cir-
cuit elements and optimized circuit topologies can improve the cavity
quality factor of the resonator. Identifying and reducing sources of
noise is key to the readout of weak signals. Low-noise amplifiers,
including superconducting amplifiers that reach or exceed the standard
quantum limit (SQL), will be described in Sec. V1. Different approaches
to scale-up measurement setups to read multiple quantum devices are
presented in Sec. VII.

Finally, we focus on the many different quantum phenomena
that can be studied using fast readout and on how they are exploited
in quantum technologies and other condensed-matter physics
experiments. In Sec. VIII, we explain, in particular, the stimulating
application of the fast readout of spin qubits, imperative for fault-
tolerant quantum computing. Other applications are shown in Sec.
IX. For example, special symmetries in the effective circuit could
allow noise-protected superconducting qubits (Sec. IX A). An inter-
esting adaptation allows probing Majorana modes in nanowire devi-
ces and could be the basis for topological qubit readout (Sec. IX B).
The measurement of noise (Sec. IX C) can reveal fundamental prop-
erties of a device, such as the charge of the carriers and its tempera-
ture. High-frequency measurements of nanomechanical resonators
(Sec. IX D) have proved key for studying fast dynamics and are
promising for the generation of quantum states. Rf thermometry
(Sec. IXE) brings a solution for measuring subkelvin temperature
and with a speed that could enable to detect out-of-equilibrium phe-
nomena. Rf measurements can also reveal information about the
environment of a quantum device (Sec. IX F). Finally, superconduct-
ing quantum interference devices (SQUIDs) allow sensitive magnetic
field sensing (Sec. IX G). We conclude the review with perspectives
on future developments.

We also note the boundaries of this review. Here, we focus the
regime where the photon energy of the rf signal is much smaller than
the quantum level separation, such that resonant excitations do not
occur and the system can be described using a semiclassical approach:
a classical electric field coupled to a quantum system. The situation
when these two energies are comparable and quantum mechanical
interactions may occur between the two systems is described in the
theory of quantum electrodynamics."’

Il. BASICS OF HIGH-FREQUENCY MEASUREMENTS

This section is a high-level overview of high-frequency elec-
tronic measurements, covering the main elements of the circuit to
the final demodulated signal. To understand how these measure-
ments work, we need to know what the main constituents of an rf
setup are (Sec. IT A); how a signal voltage propagates along a trans-
mission line (Sec. 1T B); how it is changed when it scatters off a load
impedance (Sec. 11 C); and how information about the load can be
extracted from the signal (Sec. II D). From these, the reader should
gain a self-contained understanding of how a high-frequency mea-
surement works. Secs. III-IX of this review provide more compre-
hensive explanations of how these principles are implemented in
experiments.

A. High-frequency measurement setups: An overview

Circuit diagrams for the three main types of high-frequency mea-
surement are shown in Fig. 2. In a reflection or transmission measure-
ment (as shown in the first two panels), the aim is to detect changes in

REVIEW scitation.org/journal/are
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IF VLO i VIF
Vm Vout
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Demodulation

FIG. 2. Reflection, transmission, and emission measurement setups. In the first two
panels, the input signal Vi, is generated by an rf source and travels along transmis-
sion lines of characteristic impedance Zy. After illuminating the load, the returned
signal is amplified into V,,: and homodyne demodulated into Vi. In the third panel,
the source emits a signal by itself that is demodulated using an external signal.

the impedance of the device under test by converting them to a volt-
age. The device, together with the tank circuit in which it is usually
embedded, presents a total impedance Zj,.4, so-called because it acts
as a load on the transmission line. When the device impedance
changes, Zj,,q changes. To measure Zjy,4, it is illuminated by inject-
ing a carrier tone Vi, (t). The carrier propagates along a transmission
line toward the load and is reflected off it (in reflection configura-
tion) or transmitted through or past it (in transmission configura-
tion). The signal propagating away from the load differs from Vi, (¢)
in a way that depends on Z,g and, therefore, on the device
impedance.

The outgoing signal is then amplified to boost it well above the
noise of subsequent electronics used for analysis. Finally, it is usually
demodulated to shift it away from the carrier frequency and toward a
lower frequency, which is usually more convenient to work with. This
is done by multiplying it with a demodulation tone Vio(t) and low-
pass filtering the product, as explained in Sec. [ID. Vi(t) is often
derived from the original carrier, as in Fig. 2. The output Vig(#) of the
demodulation circuit carries the required information about the device
impedance. This is the signal that is recorded.

The third type of high-frequency measurement does not inject a
carrier tone at all. Instead, it treats the device as a voltage source whose
emission must be measured. The circuit used in this kind of measure-
ment (third panel of Fig. 2), therefore, omits the injection path.

B. Wave propagation along transmission lines, the
characteristic impedance Z,, and why it is important

To couple a voltage source to the load being measured, as in
Fig. 3(a), we must provide paths for both signal and ground. This is
done using a coaxial cable or sometimes using coplanar waveguides.
The general term for any such connection is a transmission line. The
signal propagates as a voltage difference between the inner (or signal)
conductor and the outer (or ground).
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FIG. 3. (a) Transmission line with characteristic impedance Z; linking an rf voltage
generator to a load impedance. The signal V. is output by the generator and trans-
mitted through the line. When it reaches the load, a portion of this signal V_ is
reflected back. (b) Lumped-element equivalent of the same circuit. The line is repre-
sented by short segments of length A¢, each with inductance L,A¢ and capaci-
tance C,A/. (c) Magnitude of the reflection coefficient |T'| [Eq. (10)] as function of
the ratio Ziad /Zo.

1. Wave propagation along a transmission line

In dc electronics, two points in a circuit connected by a zero-
resistance path will be at the same voltage. However, this is not gener-
ally true at high frequency. The reason is that the connecting cable has
an inductance, which presents a high-frequency impedance between
its two ends. Likewise, the capacitance between the inner conductor
and ground means that the current need not be the same everywhere
along the cable.

To describe signal propagation, we must, therefore, allow the sig-
nal voltage V(x, t) and current I(x, ) to depend on location x along the
cable as well as on time . To see how these are related, suppose we
have a cable of inductance L, and capacitance C; per unit length. We
imagine slicing the cable into short segments, each approximated by a
single inductor and capacitor as in Fig. 3(b). This is a lumped-element
transmission-line model of the cable. By analyzing the voltage and cur-
rent at each node,'" a pair of coupled equations (the telegraph equa-
tions) can be derived as follows:

wv_ 2 (1)
ox  or
ol av
o _CZE' (2)

Their solution is

V(x,t) = {V+(t—§> +V_ (t+§)}, 3)

scitation.org/journal/are

I(x,t):ZiO{V+<t—;)—V,<t+§)}, (4)

where ¢ = 1/1/L;C; is the phase speed of transmission line. These
solutions correspond to waves propagating in the positive direction
[described by V. (t — g)] and the negative direction [described by
V_(t+2)]

For a wave propagating in a single direction, i.e,, either the V., or
the V_ component, there is a fixed ratio between the signal voltage
current and the signal current. This ratio

7, = \/é:j (5)

is the characteristic impedance of the line. It is the impedance that a
semi-infinite length of line would present at its end, if its internal resis-
tance (which was ignored in the approximation of Fig. 3) could be
neglected.

2. Scattering at an impedance mismatch

A transmission line’s characteristic impedance becomes impor-
tant when it is connected to a load with a different impedance. The
simplest example is a two-terminal device, such as a resistor, with
impedance Zjo,q [Figs. 3(a) and 3(b)]. This imposes the boundary con-
dition at the end of the line

V(x, )
I(x, )

= Zload ((}))7 (6)

where V(x,®) and I(x, w) are, respectively, the time Fourier trans-
forms of V(x, £) and I(x, ), and Zjpaq (@) is the load impedance, which,
in general, depends on the angular frequency w.

Unless Zjoaa = Zy, the V., component of Egs. (3) and (4) cannot
satisfy Eq. (6) by itself. This means that if there is a mismatch between
the impedances of the line and the load, part of the signal must be
reflected back. The amount of reflection can be calculated by defining
x =0 to be the end of the line and then taking the time Fourier trans-
forms of Egs. (3) and (4) to give1 :

V(0,0) = Vi(w) + V_(w), (7)

_ Vi) = V(o) ©

10.0) ZO

Substituting into Eq. (6) then gives the reflection coefficient I'(w) for
the component of the incident signal at angular frequency

_V_(0,0)
F((J)) = V+(O’ w) 5 (9)
_ Zload(w) - ZO (10)

N Zload(w) + ZO '

Figure 3(c) plots I" for a purely resistive Zj,q. Similar equations hold
for the scattered amplitude in a transmission circuit (see supplemen-
tary material Sec. S1).

In one respect, Eq. (10) is good news for measuring an unknown
impedance; all we need to do is connect it to a transmission line and
see how much power it reflects. However, Eq. (10) and Fig. 3(c) also
tell us that if |Zjg| > Z, the reflection barely depends on Zg,q.

Appl. Phys. Rev. 10, 021305 (2023); doi: 10.1063/5.0088229
© Author(s) 2023

10, 021305-5

1pd'6228800°G L~ S0E120/v7829691/6228800°G/S901 01/10p/spd-sjone/ide/die/Bio-die°sqndj/:dyy woy pepeojumoq


https://www.scitation.org/doi/suppl/10.1063/5.0088229
https://www.scitation.org/doi/suppl/10.1063/5.0088229
https://scitation.org/journal/are

Applied Physics Reviews

Unfortunately, this is almost always the situation when measuring a
quantum device. This is because the typical resistance of a quantum
device, such as an SET, is set by the resistance quantum, i.e.,

h
Zioad ~ — ~ 25.8KkQ. (11)
e

However, the typical impedance of a transmission line is of the order
of magnitude of the impedance of free space 1, i.e.,

Zo ~ iy = ’:—(‘; ~377Q. 12)

For example, a cylindrical coaxial cable has

_Mo e, b

7o =
027t &r a

; (13)
where fi, and &, are the relativity permeability and permittivity of the
coaxial insulation, respectively, and a and b are the diameters of the
inner and outer conductor, respectively. For other geometries, similar
equations apply.'" In fact most commercial coaxial cables, and there-
fore, electronics designed to interface with them, use the standard
value

Zy =50Q. (14)

The mismatch between Egs. (11) and (12) is the fundamental
reason why high-speed measurements of quantum devices are so diffi-
cult. One tempting circumvention is to design a transmission line with
Zy =~ h/e*.”” Unfortunately, this approach seems doomed to fail-
ure.”” Equation (13) shows that we would need coaxial cable with a
diameter ratio of b/a ~ 10'®, even using vacuum dielectric! The key
advance that created the field of radio-refrequency reflectometry for
quantum devices was to interpose an impedance transformer between
the load and transmission line.” This is the topic of Sec. I1L.

C. Using an electrical resonator as the load impedance

For reasons that will be explained in Sec. ITI, the most useful load
is usually an electrical resonator. Near its resonance frequency, such a
resonator is well approximated by an equivalent LCR circuit with an
inductance L, a capacitance C, and a resistance R in series [Fig. 4(a)].
The equivalent complex impedance is

1
Z =jwL +—+R, 15
load () = joo toc T (15)
where j = v/—1. In this subsection, we describe the important proper-
ties of such a circuit and their effect on the reflection coefficient I"(f),
where as usual the frequency is f = w/27.

1. Resonance frequency

Figure 4 shows how the complex impedance Zjpq [Eq. (15)] and
the reflection spectrum depend on frequency. Figure 4(b) plots the
real and imaginary parts of Zje,q( f), calculated for two different com-
binations of L, C, and R. Figure 4(c) shows the same quantities plotted
as amplitude and phase. The resonance frequency is where Im(Zj,q)
passes through zero, or equivalently where arg(Zj,q) = 0. From Eq.
(15), this frequency is
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FIG. 4. (a) Schematic of a transmission line connected to a LCR load. (b)
Simulation of the real (solid lines) and imaginary part (dashed lines) of Zag
as function of the frequency f for two slightly different LCR loads. Blue:
R=40Q, L =800nH, C = 0.11 pF; red: R = 30Q, L = 800 nH, C = 0.1 pF.
(c) Corresponding modulus (solid lines) and phase (dashed lines) of Zigag. (d)
Corresponding reflection amplitude |T|, with Zy = 50 Q. The minimum of each dip
marks the resonance frequency f.. The bandwidth By lies approximately —3dB
from the top. (e) Corresponding reflection phase.

(16)

The resonance also appears clearly in the reflection coefficient I'(f). It
leads to a dip in the amplitude |I'|, here expressed in decibels
(|45 = 201og,o(|T"[;)] [Fig. 4(d)] and a steep change in the reflection
phase spectrum ¢ = arg(I") [Fig. 4(e)]. Clearly, this is a favorable fre-
quency at which to illuminate the resonator, since a small change in cir-
cuit parameters leads to a large change in the amplitude or phase of the
reflected signal. A change of R changes the depth of the dip of the
|T'(f)| while a change of C or L changes f, and moves |I'( f)| and ¢( f)
horizontally. These two cases are explained in detail in Secs. IIT and I'V.

2. Resonator quality factor and bandwidth

How fast does the reflected signal respond to a change in circuit
parameters? This is an important question, because it determines
whether a transient change can be followed using reflectometry. The
answer is that the reflection will track the circuit parameters provided
the rate at which they change is slower than the resonator’s bandwidth
Bf.13 The resonance, having an inverse Lorentzian shape, has band-
width corresponding to the full width at half maximum (FWHM) of
the reflected power."* This approximately corresponds to —3 dB from
the top if it is plotted in logarithmic units and the dip is deep [Fig.
4(d)]. This bandwidth is determined by the rate at which energy is lost
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from the resonator and includes both internal losses (i.e., dissipation)
and external losses (i.e., radiation to the transmission line).

Both channels are conveniently described by an associated quality
factor, which is defined in the conventional way as the inverse of the
fraction of energy lost per radian of oscillation. For the circuit of Fig.
4(a), the internal and external quality factors are, respectively,

1 /L 2=#fL
int — HZ\/ ~— 3 1
Qune = C= R 17)
1 /L 2nf,L

Qext :Z_O E* ZO

The loaded (or total) quality factor describes the combination of both
mechanisms and is

Qr = (Qim71 + Qextil)ilv (19)
1 L
A (20)

In terms of Q,, the bandwidth is

By = é7 (21)
R+
T o2al (22)

The quality factor, and hence the bandwidth, is dominated by which-
ever loss channel is stronger.

As Fig. 4 suggests, designing resonators for fast readout involves
a trade-off. A large Q; is desirable to have a sharp resonance and,
therefore, maximize the sensitivity changing circuit parameters.
However, Eq. (22) shows that this limits the measurement bandwidth.
This tension between sensitivity and speed is quantified by the
Bode-Fano criterion, which states the optimum combination that can
be achieved with resonators incorporating particular device
impedances."’

3. Matching and coupling
The coupling constant

Qint ZO

ﬁ Qext R (23)
quantifies the coupling of the load to the line and classifies which part
of the circuit dominates the losses. Critical coupling occurs when
f =1, meaning that equal power is dissipated in the load and toward
the line. Usually, circuit parameters are chosen to operate near this
point because it maximizes power transfer between the load and the
measurement circuit. The regime where f# < 1, so that internal losses
dominate (i.e., Qi < Qex and R > Z, for an LCR circuit), is called
undercoupled. The opposite regime § > 1, illustrated in Fig. 5, is called
overcoupled.

A useful way to show the reflection from a resonator and analyze
the matching is by using a Smith chart."" This is a plot of the reflection
coefficient I in the complex plane. A graph of I as a function of fre-
quency, as shown over two panels in Figs. 4(d) and 4(e), appears as a
single curve on the Smith chart (Fig. 5). The closer this curve passes to
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FIG. 5. Smith chart representation of the same curves as in Fig. 4. The gray lines
represent particular value of the impedance ratio z = Zsaq/Zp. Both curves are in
the overcoupled regime since they intercept the horizontal line to the left of the point
r=o.

the center of the chart, i.e., the point I' =0, the better the impedance
matching. It can easily be measured using a vector network analyzer.
Because Eq. (10) imposes a one-to-one mapping between I' and
Zioad> €ach point on the Smith chart also represents a specific value of
Zioad- The gridlines of Zjpq, ie., contours of constant Re(Zj,q) and
Im(Zjpad ), appear as circles on the Smith chart. In Fig. 5, these gridlines
are plotted in terms of the ratio z = Zjp,q/Zo. The Smith chart allows
the effect of a change in Zj,q to be seen graphically. For example,
increasing R moves the horizontal intercept of the I'(w) curve to the
right. When the intercept lies to the right of the point I = 0, the circuit
is undercoupled while when it lies to the left, the circuit is overcoupled.

D. Introduction to demodulation

We explain here how the information carried by a signal V{(f)
about the variation of Zjpq is contained in two quadrature compo-
nents and introduce the technique of demodulation to extract them.

1. Representing a signal in terms of its quadratures

A periodic signal V(f) of frequency f = w/2n can be mathemati-
cally expressed using two quadrature components. One common
quadrature representation is composed of the amplitude V and phase
@ given as follows:

V(t) = Vg cos(wt + ¢). (24)
We can rewrite V(t) as

V(t) = Vg cos(@) cos(wt) — Vg sin(¢) sin(wt), (25)
V(t) = Vicos(wt) — Vg sin(wt), (26)

where we define the quadratures Vy and Vq as
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Vi = Vg cos(o), (27)
Vq = Vrsin(o), (28)

Vi and Vg are also sometimes labeled “X” and “Y” or the “in-
phase” and “out-of-phase” components. They correspond to two sig-
nals shifted in phase by 7/2. The “IQ” quadrature representation is
very useful to generate or analyze signals. The relation between
(V1, Vo) and (Vg, @) is

Ve =/ V12 + V@, (29)
Vq

= arct — . 30

@ = arc an(v ) (30)

i

In Fig. 6(a), the simulated signal V(f) changes phase and amplitude
in the middle of the horizontal axis, which give two points in the IQ plane
[Fig. 6(b)]. This change could be due to a switch between two states of
the load impedance Zj,q with different reflection coefficients I'.

2. Demodulation

We have just seen that the useful information carried by V(¢) is
embedded in the quadrature components of the signal. A direct mea-
surement of V() is complex and inefficient since it would require
high-rate acquisition of a huge number of points. A more efficient
approach is to demodulate V(f) to an intermediate frequency signal
Vir(t) that has a lower frequency but contains the information in the
quadrature components V7 and Vg.

To demodulate V(t) = Vjcos(wt) — Vg sin(wt), we need a
mixer and a low-pass filter. By mixing V() with a demodulating signal
Vio(t) = cos(wt) of the same frequency and phase, we obtain the
product

Vie(t) = Vou(t) - Vio(#), (31)

which decomposes as

Vi), Va (1)

|
t

"

FIG. 6. Top: signal V({) for a device switching between two states. V({) changes
phase and amplitude in the middle of the horizontal axis representing, for instance,
a switch between two states of the load impedance Z,q With different reflection
coefficients I'. Bottom: V/(f) decomposed in V; and Vq quadratures. Inset: represen-
tation of the two states in the 1Q plane.

scitation.org/journal/are

Vi oV
Vi cos(wt) « cos(wt) = ?I + écos(Zwt), (32)
. Vaq .
—Vqsin(wt) - cos(wt) =0 — TSm(Zwt). (33)

This product gives a low-frequency signal proportional to the V;
quadrature (V1/2). The 2o component of the signal is removed by the
low-pass filter. We obtain the Vi, quadrature by following the same

process using a phase-shifted local oscillator Vi (t) = —sin(wt):
\%
Vicos(wt) - (—sin(wt)) =0 — %sin(Zwt)7 (34)

— Vg sin(wt) - (—sin(wt)) = % — %cos(Zwt). (35)

If Vand Vi are separated by a phase difference ¢ the demodu-
lated signal is composed of both quadrature components

v
Vi cos(wt) - cos(wt + @) — ?Icos((p), (36)

. Vq .
—Vqsin(wt) - cos(wt + ¢) — —751n((p). (37)

We have removed the 2w contribution from these two expressions.

If V() and Vio(t) are not at the same frequency but
Vio(t) = cos(wpot), the demodulated signal is composed of two
angular frequencies ;. = @ + wp and w_ = 0 — w1o

Vi cos(wt) cos(wpot) = % [cos(w_t) 4 cos(w;t)],  (38)
—Vq sin(wt) cos(wiot) = — % [sin(w_t) + sin(wit)].  (39)

The low-pass time constant Ty, has to be carefully chosen. A filter
with a long time constant not only passes less noise but also filters out
rapid fluctuations of the signal. The filter is, therefore, generally chosen
to pass all frequency components of interest in the demodulated signal.

3. Homodyne and heterodyne detection

In homodyne detection (as illustrated in Fig. 2), the signal Vi (¢)
at frequency fo is demodulated using the frequency of the input sig-
nal so fio = w1o/2m = fin. This results in two signals at frequencies
(fout — fin) = fm and four + fin. The second term can be filtered out so
that only the signal at the frequency f,, remains, which represents the
modulations of the sample impedance. In heterodyne detection,
Vout(t) is demodulated using fio # fin. The result is two signals at fre-
quencies fou — fio and four + fio, the second term being usually fil-
tered out.

1ll. MEASURING A RESISTIVE DEVICE

In this section, we detail how radio-frequency measurements are
used to probe the resistance of a quantum device. We start by discus-
sing the matching condition between a transmission line (Sec. 11T A)
and a quantum device, and we then focus on two examples, which are
mostly used in quantum electronic experiments: the quantum point
contact (QPC) charge sensor and the single-electron transistor (SET)
charge sensor together with its lookalike, the quantum dot (QD)
charge sensor (Sec. 111 B). Later, we describe how these devices can be
used as charge sensors (Sec. 111 C) and which applications arise from
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the combination of radio-frequency measurements with charge sens-
ing techniques (Sec. 111 D). Next, we present an exemplary phenome-
non of dissipation induced by the rf drive, the Sisyphus resistance,
which can be used to study dynamic dissipation in two-level systems
(Sec. 111 E). We conclude by discussing the difficulty to scale-up for
measuring numerous quantum devices, such as qubits (Sec. 111 F).

A. Matching resistive devices with a LC resonator

As shown in Sec. I, monitoring the reflection coefficient I" can,
in particular, reveal changes in the resistance (real part) of a load
impedance. Near the resonant frequency, I becomes highly sensitive
to the variations of Zjs,q. However, according to Fig. 3, Zj,,q needs to
be close to the characteristic impedance of the transmission line,
Zy = 50Q, to ensure good sensitivity to sample resistance changes.
This poses a problem since the impedance of quantum devices is typi-
cally much larger. To match the transmission line impedance, the
quantum device must be embedded in a matching network.

L-matching networks, particularly low-pass LC circuits, are
widely used because they consist of only two elements. However, more
complex matching networks can be employed, especially if indepen-
dent control of the matching condition and network quality factor is
needed. Their main components are an inductor Lc, placed between
the line and the sample, and a capacitance Cp located in parallel to the
sample [Fig. 7(a)]. The capacitance can be chosen to be a real or

a LC Cavity
L, Sample
N\ J_
1 %
b - -
L. C R,
L% Fw—oy_
Load -
0 2m
d
0 B
= e[
B Rs=60kQ |
c Rg = 50 kQ
-30 | | 0 | |

220 f(MHz) 240 220 f(MHz) 240

FIG. 7. (a) Schematic of a reflectometry circuit used to measure a variable resistor
Rs. The sample is embedded in an L-matching network made of an inductance L¢
and a capacitance Cp, to match the characteristic impedance Z, of the line. The
resistance Ry represents dissipation in the inductor and the resistance Rg, dielectric
losses. (b) Equivalent RLC series circuit at the resonant frequency. Magnitude (c)
and phase spectrum (d) of the reflection coefficient |I"| for two values of Rs. The
other circuit parameters are Lc =800nH, R, =20Q, Rc = 100MQ, and
Cp = 0.6 pF.
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parasitic element. We also introduce parasitic resistors to model dissi-
pation in the circuit; here, R;, models Ohmic losses in the inductor,
while Rc models dielectric losses in the capacitor. As we shall see in
Sec. V, to optimize the sensitivity to resistance changes, a good match-
ing network should usually minimize Ry and maximize Rc.

The impedance of this circuit, which presents itself as a load on
the transmission line, is

Req

Zload = jo L, R +—F———
load J c+ L+1+ijeqCP7

(40)
where Req = Rs||Rc is the parallel combination of Rg and Rc. On res-
onance, Im(Zjp.q) = 0, which leads to an analytical expression for the
resonant frequency. For typical circuit parameters such that
Lc/quCP < 1, it reads

1 (a1)

O = ——=,
T VLG

where o, = 27f,. Substituting Eq. (41) into Eq. (40), the impedance of
the circuit at resonance simplifies to that of a series LCR circuit [Fig.
7(b)], similar to the example in Sec. II, with an overall impedance (see
supplementary material section S2 for a detailed demonstration) given
by'?

. 1
Zioad = Reff + joLe + ——, (42)
joCp
LC Aw
= R +j24 /222, 43
off 1+ J G o (43)

where A is the difference between the probing angular frequency
and w,, and the effective resistance reads

Lc
Reit = TR, 44
=G Ry L (44)
idet_Lc (45)
CrRs

Equation (45) is a key result of this section, showing that an
L-matching network transforms the impedance of the device to a new
value that can be more easily matched to the impedance of the line.
The matching resistance, which is the device resistance for which the
tank circuit matches the line, i.e., Refr = Zy, is, thus, ideally

Lc

—. 46
oo (46)

Riaten =
Hence, an rf designer should carefully choose the values of L¢ and Cp
that will make Ryuch equal to the on-state resistance of the device to
be measured.

The measurement principle relies on the change of the reflec-
tion coefficient I" induced by a change in Rs. This is illustrated in
Fig. 7(c) in which a change of sample resistance embedded in a
matching network manifests as a change in the reflected power near
the resonance frequency. Likewise, the reflected phase changes due
to the change in loaded quality factor [Fig. 7(d)]. The carrier fre-
quency must be chosen at w ~ w, to maximize the sensitivity to
resistance changes. Guidelines on how to optimize the design of the
matching network and improve the sensitivity to resistance changes
are developed in Sec. V.
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B. Measuring the charge occupation of quantum dots
with charge sensors

The direct measurement of quantum devices, and specifically
QDs, is a challenging task due to large time constants associated with
their typical high impedance. This has motivated the use charge detec-
tors coupled to the quantum system as local and sensitive electro-
meters to investigate a variety of phenomena including detection of
single-charge occupation in QDs,'®'” time domain measurements of
tunneling events,'” *” charge and spin single-shot readout, and coher-
ent manipulation.”' > In this section, we analyze the working princi-
ple of the most common type of charge detectors: the QPC, the SET,
and the QD charge sensor.

1. Quantum point contact charge sensors

A QPC is a constriction in which transport occurs through one-
dimensional subbands.”® For structures with high mobility and at low
temperature, the conductance Gqpc tends to be quantized in plateaus
at multiples of the conductance quantum Gy = 2¢%/h = 77.5 uS (or
at €2 /h under high magnetic field).”” In the ballistic limit the conduc-
tance reads,

2
GQPC = %Zfe(En)gn (47)

with f, the Fermi probability distribution and E,, and g, the energy and
degeneracy of the nth subband.

QPCs are easily realized in nanowires whose linear geometry pro-
vides a natural one-dimensional confinement, or in two-dimensional
electron (hole) gases (2DEGs or 2DHGs) in which the current path is
restricted to a narrow channel using depletion gates as in Fig. 8(a).
The QPC (in red) is created by just a single additional gate Vgpc creat-
ing a constriction against the DQD barriers. The two sides of the con-
striction are connected to contact leads that allow the measurement of

0.6

(u/2) 9

0.0
80 -60 -40 20 0O
AVQPC’AVQDZ‘AVQDS (mv)

FIG. 8. A GaAs/AlGaAs quantum device incorporating a double quantum dot and
two charge sensors. (a) SEM micrograph of the device. Metallic gates define a dou-
ble quantum dot (black dashed lines) which is capacitively coupled to a QPC
charge sensor (red dashed lines) and a QD charge sensor (blue dashed lines).
Leads through which these two charge sensors are measured, are marked by
crossed squares. (b) dc conductance of the QPC (Gqpc) and the QD charge sensor
(Gap) as a function of their respective control gate voltages. The most sensitive
operation points are typically those with highest transconductance, i.e., those with
the steepest dependence of conductance on gate voltage. Reproduced with permis-
sion from Elzerman et al., Phys. Rev. B 81, 161308(R) (2010). Copyright 2010
American Physical Society.

REVIEW scitation.org/journal/are

a i
Bias Tee | LC Cavity QPC
C
| |
qz0 u%
bias
b T T ]
0
5
~ 2.0 1s
< S
3 &
{4 v
o§ > @
1.0f e
414 2 (D‘_-
%
0.0 L Gape (€70) i 1 . )
-1000 -800 V. (mV) 200 f(MHz) 240

FIG. 9. (a) An LC matching network is attached to one of the contact leads of a
QPC. In this example,”® Lc = 820 nH and Cp = 0.63 pF. The bias tee, made of a
100 pF capacitor in the ac path and a 5k € resistor in series with a 100 nH inductor
(not shown) in the dc path, allows a dc bias to be applied across the QPC. (b)
Demodulated response Ve (right) and dc conductance of the QPC Ggpc (left) vs
gate voltage (Vgpc). The dashed line indicates the operation point for charge sens-
ing. The inset shows the transfer function: Vi vs conductance. (c) Reflection ratio
S11 vs frequency for different values of Ggpc. Reproduced from Reilly et al., Appl.
Phys. Lett. 91, 162101 (2007) with the permission of AIP Publishing LLC.*®

the QPC conductance Gqpc. As the channel is narrowed using a gate
voltage, the conductance decreases [Figs. 8(b) and 9(b)]. At gate volt-
age settings for which the conductance changes steeply, the QPC is
highly sensitive to its electrostatic environment.

This property makes the QPC an efficient charge sensor for
nearby QDs.'*”® Each additional charge present on the QDs contrib-
utes an effective voltage that shifts the conductance-vs-gate voltage
curve of the QPC. Therefore, variations in the charge configuration of
the QD result in discrete changes in Ggpc. The gate voltage is tuned to
the point of maximum derivative of the conductance curve for the best
sensitivity, which is often midway between the first conductance pla-
teau and pinch—off,zg setting the QPC resistance to around 25.8k Q.

2. Single-electron transistor and quantum dot charge
sensors

The SET and QD charge sensors are three-terminal devices in
which a small region of conducting material (the “island”) is con-
nected via tunnel barriers to two charge reservoirs, source and drain.
Furthermore, the island is capacitively coupled to a gate electrode that
enables changing the charge occupation in the island by means of gate
voltage changes. SETs can be realized in metals®”” or semiconductors,
whereas QD charge sensors require quantum confinement, which can
usually only be achieved in semiconducting nanostructures.”” In Fig.
8(a), a QD charge sensor is realized by the confinement potential of
three gates Vpi—3 (1 and 3 control primarily the tunnel barrier resis-
tance and 2 the QD charge occupation). The sensor is capacitively cou-
pled to a DQD and tunnel-coupled to two (source and drain)
reservoirs.
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Electronic transport through SETs and QDs is governed by
charge quantization in the island, ie, Coulomb blockade.”® For
Coulomb blockade to manifest, the charging energy of the island E¢
needs to be larger than kg T. In addition, the resistance of each of the
tunnel barriers, Ry, needs to be larger than the von Klitzing resistance
R =~ 25.8 k Q to ensure that the energy uncertainty of each charge
state is smaller than Ec. At finite bias, Coulomb blockade gives rise to
regular sharp conductance peaks as a function of the gate voltage™
[Fig. 8(b)].

In an SET, transport is considered through a quasi-continuum of
states.”” The SET conductance as function of the gate voltage Vg, close
to a charge degeneracy point V2, can be described as

(Ve = V2)
= Gmaxcosh g R
Gspr = GmaxCOS [ 25k T

(48)
Here, Gy represents the conductance at the charge degeneracy point
(Vg = V2), and o is the ratio of the gate and total capacitance (lever
arm).

If the island is made sufficiently small, quantum confinement can
lead to electronic transport through discrete energy levels once the
energy level spacing, AE is larger than kgT.”*"*' In this case, charge
tunneling occurs through a single level. We refer to these devices as
QDs. The QD conductance can be expressed as™

(49)

AE
GQD = Gmax wcos

e )

2kgT
Because QD charge sensors present sharper conductance peaks,
they can reach higher sensitivity than SETs. Charge sensing with
SETs or QD charge sensors works on the same principle as with
QPCs."”"” Charge sensing is realized by monitoring the conduc-
tance of the island at a constant gate voltage, chosen on the flank of
a Coulomb peak so that the conductance depends steeply on the
electrical potential. When a charge is added to or removed from a
nearby device, the small variation of electric field shifts the position
of the Coulomb peak on the gate voltage axis resulting in a different
current.

Both SETs and QD charge sensors are now commonly used for
charge sensing, with the choice of one or the other being mostly
dependent on the geometry and the material of the experiment. QDs
tend to be used in systems where quantum confinement can be rou-
tinely be achieved. Materials with low effective mass like AlGaAs/
GaAs heterostructures™’ or nanowires,”® which provide natural con-
finement, are typical examples. On the other hand, SETs are more
common in materials with higher effective mass like silicon.””****
SETs and QDs are technologically more complex to fabricate than
QPCs because of the additional number of gates needed but provide,
in general, a better sensitivity because of their steeper slope. However,
QPCs work over a wider range of gate voltages and often have a
greater dynamic range to charge sensing signals than SETs and QD
charge sensors whose sensitivities vanish deep inside Coulomb block-
ade. Voltage crosstalk from neighboring gates also affects the bias
point and hence the conductance of SETs and QD charge sensors,
thus requiring re-adjustment of the gate voltages to maintain the sen-
sors at the bias point for maximum sensitivity. This has recently moti-
vated the use of advanced compensation strategies based on fast
feedback.”
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3. Sensitivity and limits of low-frequency charge sensors

We have just seen that devices, such as the QPC and the SET,
can act as fine electrometers due to their sharp transconductance at
low temperatures. However, when measured in the setup Fig. 1(a),
their measurement bandwidth is limited to a few tens of kilohertz,
due to the RC constant formed between the impedance of the cur-
rent amplifier and the capacitance of the cabling leading to the first
amplifier stage (Cjine = 0.1-1 nF), usually sitting at room temperature,
~1.5 m away from the device. This measurement bandwidth is far
below the intrinsic maximum bandwidth of the charge sensors, which
in the case of the SET is set by the intrinsic RC constant of the tunnel
barriers (R ~ Rx and C = 1 fF) and can exceed 10 GHz. The limited
bandwidth of conventional low-frequency measurements has a knock-
on detrimental effect on the sensor’s charge sensitivity. The charge
sensitivity of a sensor is not exclusively determined by the sharpness of
its transconductance but also by the noise level at the measurement
frequency which, as we shall see later, can be substantial at low
frequencies.

To quantify the sensitivity of a sensor and discuss its ultimate
limits, we resort to the definition of charge sensitivity. The charge sen-

sitivity 4 /Spy, of a charge detector tells us the amount of charge Q that

can be discerned in a measurement lasting a second. It is defined as

N oy o VSi(f)
QQ(f)—m7

where S}(f) is the current noise spectral density”” and 9I/9Q is the
change in device current I induced due to a change in the charge Q on
the device, a magnitude proportional to the transconductance. This fig-
ure is the noise-limited charge sensitivity. Charge sensitivities as good as
20 pe/+/Hz have been measured for SETs in the normal state at
44KkHz," outperforming state-of-the-art conventional transistors by
three orders of magnitude.’w However, this number is still far from the
theoretical limit of the SET, which is dominated by shot noise (at dilu-
tion refrigerator temperatures Johnson-Nyquist noise is typically much
smaller). Shot noise has a current noise spectral density given by’

(50)

S) = F2el, (51)

where F is the Fano factor, which varies between 0.5 and 1 in the
Coulomb-blockade regime’’ and accounts for the correlation of
between charge tunneling events. I is the average current flowing
through the device. In this limit, the ultimate charge sensitivity reads™

/S = 19e(ReCx)" (ks TCx /) /2. (52)

For common experimental values Cz = 0.45 fF, Ry = 100 kQ,
and T=100 mK, Eq. (52) gives 1 ue / /Hz. As we can see, experimen-
tal values are far from this ultimate limit. The reason for this loss of
sensitivity is additional sources of noise that appear at the low frequen-
cies of the measurements. For example, 1/f noise, which originates
from time-dependent occupation of charge trap centers in the neigh-
borhood of the charge sensor, can be substantial below 10 kHz. Several
solutions were proposed to increase the bandwidth such as the use of
superconducting SETs that have a lower tunnel barrier resistance™
and bringing the amplifier closer to the SET. However, these
approaches only improved the bandwidth moderately up to
700 kHz."”"
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The measurement bandwidth limitation can be overcome by the
use of rf reflectometry, which removes the effect of Cjine by impedance
matching the device to a high-frequency line. Typical operation fre-
quencies are in the few megahertz to 2 GHz regime (set by the first
amplifier stage, see Sec. VI) and the measurement bandwidth can
reach values as high as 100 MHz.” This phenomenal increase in opera-
tional frequency, closer to the intrinsic limit of the devices, allows
operation well above the 1/f noise and, as we shall see later, leads to a
subsequent improvement of the charge sensitivity and measurement
speed.

C. Reflectometry of charge sensors

In this subsection, we present examples from the literature where
rf-QPCs and rf-SETs have been used to measure QDs in their

periphery.

1. Radio-frequency measurement of a QPC

Radio-frequency measurements of a QPC™””°" and of an SET/
QD*”** °° are similar in principle. The charge sensor is embedded as a
resistive element in a matching network at the end of a transmission
line in a setup similar to Fig. 7.

The equivalent circuit for an rf-QPC shown in Fig. 9(a) is similar
to the one presented in Fig. 7, with Rs = 1/Gqpc being the QPC resis-
tance (Fig. 9). In a reflectometry setup, the matching network is con-
nected to one of the contacts of the charge sensor while the other is
grounded. Furthermore, a bias tee allows a dc voltage to be added to
the source-drain bias, so that the dc conductance can be measured
simultaneously with the rf response. The load impedance can be
expressed using Eq. (40) allowing the reflection coefficient to be
calculated.

The measurement detects the change of rf reflection induced by var-
iations in Rg. In the example of Fig. 9(c), the reflectance S;; shows a
trough at the resonance frequency, which is deepest when the QPC is
pinched-off (Gqpc = 0). At higher gate voltages, the resistance R of the
QPC decreases and the circuit becomes undercoupled, resulting in a
higher reflection. As shown in Fig. 9(b), this allows the QPC conductance
to be probed over a wide gate voltage range. When Gqpc ~ 4€?/h, the
trough at the resonant frequency is barely evident.””

2. Radio-frequency measurement of the SET (and QD)

Similar to the rf-QPC, the rf-SET and rf-QD charge sensors are
connected to an LC matching network via one of the contact leads.
Readout of the SET (QD) resistance is then accomplished by monitor-
ing the reflected amplitude of a high-frequency signal, see Fig. 10(a).
Compared to the rf-QPC, rf-SET and rf-QD are more sensitive,” but
their higher resistance [see Fig. 8(b)] makes them more challenging to
match to a 50 Q line.”

In Fig. 10(b), we show the demodulated voltage Vi, which is pro-
portional to the sensor conductance, measured as a function of gates
voltages Vg and Vi, which control the number of electrons in a DQD
device similar to the one shown in Fig. 8. In this plot, the color scale
can be directly associated with variations in the absorption of the rf
signal by the resonant circuit, where the rf-QD charge sensor is
embedded. Dark regions correspond to Coulomb valleys of the charge
sensor. Here, the charge sensitivity is low, since changes in the charge

REVIEW scitation.org/journal/are
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FIG. 10. Radio-frequency charge sensing a DQD with a QD charge sensor.” (a)
Schematic of an r-QD/SET charge sensor probing the charge occupation of a
DQD. The charge sensor has a strong capacitive coupling with the right QD and a
smaller coupling with the left one. (b) Demodulated voltage Vir as a function of QD
plunger gates Vi and Vg. Dark regions correspond to the QD Coulomb valley
where the sensitivity is low, while the bright regions corresponds to the QD
Coulomb peak which is highly sensitive to the DQD charge configuration. Abrupt
shifts of the Coulomb peak occur each time the occupation of the DQD changes,
giving rise to the honeycomb pattern typical of a DQD charge stability diagram. (c)
The same data, plotted with a plane background subtracted to make the honey-
comb clearer. The four charge configurations are labeled according to the occupa-
tion of the DQD. Reproduced with permission from Fedele et al., PRX Quantum 2,
040306 (2021). Copyright 2021 Authors, licensed under a Creative Commons
Attribution (CC BY) License.

neighborhood produce minor changes in the QD resistance.
Furthermore, the high QD resistance places the system off the match-
ing condition and most of the rf carrier power gets reflected.
Conversely, bright regions correspond to the charge sensor being
biased near a Coulomb peak setting the system closer to the matching
condition where the sensitivity is best. Furthermore, in this bias condi-
tion, the charge sensor’s conductance is strongly dependent on the sur-
rounding charge. Sudden jumps in the position of the Coulomb peak
are caused by charging and discharging of the neighboring QDs, which
suddenly detune the QD charge sensor and allow the DQD’s charge
stability diagram (highlighted with white dashed lines) to be mapped
down to the very last electrons.

Figure 10(c) shows a common way to present these data obtained
from Fig. 10(b) after the subtraction of a background plane AVg. This
measurement reveals four distinct regions associated with four differ-
ent charge configurations where the number of charges within the
dots is stable and described by the numbers in parentheses, corre-
sponding to the left and right dot. Another typical way to present these
data in the literature (not shown) is to plot the derivative of the raw
data to better highlight the charge transitions. Note how charge sens-
ing allows a clear distinction between the two-electron configurations
(0,2) and (1,1). The corresponding interdot transition is primarily of
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importance for measuring spin states via spin-to-charge conversion”
. et 23

and spin qubits in general.”

D. Readout performance

The first radio-frequency measurement of a SET in Ref. 6
obtained a charge sensitivity of 12 ye/+/Hz with 1.1 MHz bandwidth.

In this case, the charge sensitivity , /Sf}, refers to probing the charge

occupation in the SET island itself (see Sec. V D for more explanation
of charge sensitivity and how to measure it.). Since then, devices based
on Al/AlO,-based tunnel junctions have demonstrated sensitivities as
good as 1 ye/+/Hz in the normal state and 0.9 pe/+/Hz in the super-
conducting state.”” These numbers are more than an order of magni-
tude better than their low-frequency counterparts but are still not at
the theoretical limit, which, for rf-SETs, is only 1.4 times worse than
that of Eq. (52).” The reason is that the noise in these experimental
demonstrations contains contributions from the first amplifying stage
as well as shot noise, as we shall see in Sec. VI. These charge sensors
have been used or proposed for readout of charge qubits,” lifetime
measurements of Cooper-pair box states,’” and real-time measure-
ments of tunneling events in quantum dots.”’

Later, rf-QPC and rf-SET charge sensors made of semiconductor
materials were used to measure the charge occupation of DQDs. To
date, in semiconductors, the most sensitive dissipative electrometers
are the rf-QPC and the rf-SET providing charge sensitivities in the
pe/v/Hz range. The best reported sensitivity for the rf-QPC is
146 ue/ VHz (Ref. 58) with a bandwidth of at least 1 MHz, demon-
strated on a GaAs/AlGaAs heterostructure. In silicon, the best
reported sensitivity for an rf-SET is 10 pe/+/Hz.”* As we shall discuss
in Sec. V D, the figures for rf-QPCs and rf-SETs are typically reported
under different benchmarking conditions: QPC sensitivities are usually
specified in terms of charge on the object being sensed, but SET sensitivi-
ties are in terms of the charge on their own island, the two being linked
by the capacitive coupling ratio to the system to be sensed [see Eq. (129)].
Hence, a direct comparison can only be made if the ratio is known.

At present, charge sensing via rf-QPCs and rf-SETs is routinely
used in, but not limited to, spin-qubit and quantum information proc-
essing experiments to achieve rapid spin-to-charge conversion measure-
ments. These are key to spin-qubit readout, ultimately leading to single-
shot-readout,”’ "> quantum non-demolition measurements, " and fast
qubit-gate operations with demonstrated fidelities above the fault-
tolerant threshold.”””® Recently, rf-SETs have also been implemented as
a fast characterization tool for nanowires,”” nanowires coupled to super-
conducting resonators’® and hybrid semiconductor-superconductor
nanowire systems (InAs/Al).”” The latter example is relevant for the
search of Majorana zero modes (see Sec. IX B). In supplementary mate-
rial Table SI, we have summarized the charge sensitivity obtained in var-
ious experiments in the literature.

E. The Sisyphus resistance

In Sec. III A-C, we have learned how rf reflectometry can be
used to probe the resistance of nanoelectronic devices on short time-
scales, for example for fast charge sensing. Beyond this possibility, rf
reflectometry offers the opportunity to induce dynamical effects on
the sensed nonelectric devices themselves. In this subsection, we deal
with a prototypical example of an induced dissipative phenomenon,

REVIEW scitation.org/journal/are

that is, excess dissipation induced by an rf drive: the Sisyphus
resistance.

We focus on devices that can be modeled by a two-level system
and are driven at a rate comparable to the their tunneling rate. Under
those conditions, dynamic power dissipation occurs. Understanding
dissipation in these systems is important since two-level systems are
the basis of quantum bits and one of the detrimental elements in
achieving high-quality factors in electrical resonators. We choose the
example of a single-charge QD capacitively coupled to a gate electrode
and tunnel-coupled to a single-charge reservoir to allow particle
exchange (Fig. 11). The two energy levels involved correspond to the
dot having none (E,) or one (E;) excess electron whose energy separa-
tion can be controlled by a parameter 7, the reduced gate voltage, in
the following way, AE = E; — Ey = Ec(1 — 2ng).”" Here, E¢ is the
charging energy of the device.

To explain the physics, let us assume the system is biased so that
it has an equilibrium reduced gate voltage, n, away from the degener-
acy point and is then driven by an rf gate voltage so that the voltage
varies as ng(t) = n& + dng sin(wt), where dng is sufficiently large to
bring the system past the degeneracy point. In the first half of the cycle,
the system is driven past the degeneracy point non-adiabatically. At
some point, due to the finite tunneling rates, it relaxes to the ground
state, dissipating energy that had been provided by the rf generator.
This excitation followed by tunneling occurs indefinitely generating an
excess power dissipation in the system that can be modeled by a single
resistor, i.e., the Sisyphus resistance Rgis. The Sisyphus resistance can
be calculated by solving the dynamics of the system using a master-

equation formalism. The probabilities Py(;) to be in-state Ey(;) obey
Py = —y.Py+y_Py,
0. V+Fo V-1 (53)

Py =y, Py —y_P,

where 7. are the tunneling rates. For transitions between a charge res-
ervoir with a 3D density of states and a QD with a discrete density
states, the tunnel rates take the following form:*'

a b c
E1 EU
CG
E S QD 3 Ry
<>
& ong E,
n

FIG. 11. Process associated with Sisyphus resistance. (a) Energy diagram of an
uncoupled two-level system representing an (un)occupied QD E;(Ep) as a function
of the reduced gate voltage. The yellow arrows indicate the work done by the rf
voltage source (non-adiabatic transitions) and the blue wiggling arrows indicate
phonon emission due to inelastic tunneling. (b) Schematic representation of a QD
(green circle) tunnel-coupled to a charge reservoir (in green) in the situation
described in panel (a). The rf voltage source varies the relative position of the QD
electrochemical level with respect to the Fermi energy of the reservoir (amplitude
indicated by the double arrow). The blue arrows indicate the inelastic tunneling
events. (c) dc (left) and ac (right) small-signal equivalent circuits of the QD as seen
from the gate electrode.
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Yo
V+ = 5 54
7= T 11 exp (ZAE/ksT) (54)

where 7, is the maximum tunneling rate that applies away from the
degeneracy point. We solve Eq. (53) to first order in dng to obtain the
quasi-static probabilities

nong

0
Poay = Poqy = (+) w4+ 92,
(6]

[Vior sin(wt) — w cos(wt)],  (55)

where Pg(l) are the thermal probabilities at n?},

Yot = P+ + 7= (56)

is the effective tunnel rate of the system, and  is the induced probabil-
ity amplitude®’
dy_

= pii=
1 18HG

007+
OOHG

(57)

0 0
ng nG

The average power dissipation over one period T can then be calcu-
lated as”'

1 (T
Pgiy = TJ [P1y_AE — Pyy, AE]dt. (58)
0

By comparing the averaged power dissipation with that of a resis-
tor driven by an oscillatory voltage, we obtain the following Sisyphus

resistance:
2kgT (14 y,%/0? AE
Rgs™” = (eo}:)z (# cosh? ) (59)
0

Here, o is the ratio between the gate capacitance and total capacitance
of the device. For the case of a 3D density of states in the island, the
tunneling rates present a different expression,

Rk FAE/h
Ry 1 —exp (£AE/kgT)’

(60)

Ve =

where Ry is the resistance of the tunnel barrier. Hence, the Sisyphus
resistance reads

Ry 2ks T 2\ . [AE

3D __ tot

Ry = AR 1+ —w"z sinh W) (61)
Radio-frequency reflectometry techniques have been instrumen-

tal in detecting excess dissipation in single-electron devices, such as
superconducting single-electron boxes (SEBs)** and silicon QDs.”’

F. Scaling up

Charge sensing has been instrumental in some of the most com-
prehensive studies of QD static and dynamical properties; however, it
suffers from a potential downside: It is an indirect measurement, i.e., it
requires reading the state of a charge sensor that is placed in close
proximity to the quantum device of interest. This becomes especially
demanding in spin-qubits devices where the growing complexity of
the modern geometries”** " poses substantial spatial constraints. A
possible solution, which leverages the benefits of rf-reflectometry, is to
measure the dispersive signal generated by the shifts of the QD’s quan-
tum capacitance.”*" This allows electron tunneling to be measured

REVIEW scitation.org/journal/are

with rf reflectometry by embedding the QD in the matching network
either via the dots leads or via one of the existing gate electrodes. The
latter is especially convenient to realize a compact sensing technique
since it alleviates the need for external electrometers.” Due to its rele-
vance and substantial technological development, in Sec. IV, we pre-
sent the theory and analyze the details about using rf measurements to
probe directly the quantum capacitance of quantum devices.

IV. MEASURING A REACTIVE DEVICE

Radio-frequency measurements can be used to detect changes of
capacitance or inductance in quantum devices. In this section, we
detail the case of variable capacitors (Sec. IV A), which covers, in par-
ticular, the effective capacitance of gated semiconducting devices.
However, this discussion is also applicable to variable effective induc-
tance devices. We explain also the concept of quantum capacitance
(Sec. TV B), which offers a means to measure various physical
phenomena in quantum devices. Finally, we explain the techniques of
dispersive readout (Sec. IV C) to measure the charge occupation of
QDs.

A. Measuring a capacitance

Consider a sample represented by a capacitance Cs. As with a
resistive sample (Sec. I1I), LC resonators are used to match the charac-
teristic impedance of a transmission line and translate the change of
sample capacitance to a change of the reflection coefficient I'.

The LC circuit used to measure a device with capacitance Cs is
shown in Fig. 12(a). We represent the device as dissipationless (which

a LC cavity

Sample
LC
VEA|
T T
™ T
C
o <)
g £ ot -

[y ©
- I
300 400 300 400
f (MHz) f (MHz)

FIG. 12. (a) Schematic of a reflectometry circuit to measure a capacitive device Cg
using an LC cavity formed by an inductance L¢ and a capacitance Cp. Resistances
R and R are used to model sources of external dissipation in the circuit. Z; is the
characteristic impedance of the transmission line. (b) Reflection as function of
the frequency f for the circuit in (a) with two different loads: Cs = 10fF (red) and
Cs = 30fF (blue). A change in Cs results in a change of Zj,.q and a correspondent
change in f. (c) Reflection phase corresponding to Cs = 10fF (red) and
Cs = 30fF (blue). A change in Cs results in a significant change of phase near f;.
Simulation parameters: Lc = 270nH, R, =2Q, Cp = 0.6 pF, Rc = 10kQ. The
circuit is in the overcoupled regime Qi > Qex-
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as we shall see may be the case in some limits) and include in the cir-
cuit model sources of external dissipation. Here, we assume a resistor
Ry, in series with the matching inductor L¢ and a resistor R¢ in parallel
with the capacitor Cp. In this approximation, the impedance presented
by the resonator to the transmission line is

Rc
Zioad = joLc + R, +—————C 62
toad = joLe + R+ 4 e ey (62)
giving the resonance frequency
1
e (63)

- 27[\/ Lc(Cp —+ Cs) ’

The main effect of a change of Cs is to shift f,, which changes the
reflected signal as seen in Figs. 12(b) and 12(c). The phase change is
particularly large near f, and so it is sometimes used as output of the
measurement. In the overcoupled regime, Qiy > Qe and when
QuxtACs/(Cp + Cs) < 1, the phase change is*""

ACs

AP = Aarg(T(f)) & ~2Qe (5~

(64)

Although the circuit equivalent appears similar to that of the
resistive case, the sensitivity optimization strategies are different and
will be explained in Sec. V.

B. Quantum capacitance

Quantum capacitance is a quantum correction to the capaci-
tance of a system, Cs, that arises due to the additional kinetic
energy, in excess of the electrostatic energy, required to add charges
to a material containing N charged fermions. This additional energy
reflects the fact that since the particles are fermions they must enter
unique quantum states with corresponding eigenenergies as they fill
the system.

1. Quantum capacitance in low-dimensional systems

The concept of quantum capacitance can be easily understood in
the context of a capacitor with a geometrical capacitance Cgrom
formed by a metal gate electrode and a mesoscopic conductor sepa-
rated by a thin dielectric layer, for example a metal-oxide-semiconduc-
tor capacitor.”’ Due to its metallic nature, the density of states in the
gate is large compared to the relatively small capacitance in the meso-
scopic conductor.

In such systems, a voltage AV applied to the metallic electrode
produces an electrostatic (AVgigcr) as well a chemical (AVepgem)
potential change”

AV = AVgiger + AVenpm and AV ger = C‘fﬂ. (65)
GEOM

The contribution of the chemical potential ;1 can be expressed in
terms of the induced change in charged particles in the mesoscopic
conductor
A _Ldi \

AV, =— ==
CHEM =~ ==

Combining the above equations, we arrive at the following expression:

(66)
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AVg=eAN| ——+ —— ). 67
6= (CGEOM * e2dN/ d#) (67)

We see that the total capacitance of the system is composed of the geo-
metrical capacitance in series with a correction that is exclusively
dependent on the band structure, the quantum capacitance Cq

Cs™' = Corom™ "' + Cq ! (68)
with
dN
Co=¢e—. 69
Q=¢ i (69)

To gain more insight into the origin of the quantum capacitance,
it is useful to express the definition of the total number of particles in
terms of the density of states p(E) and the Fermi function f,(E) at the
energy E

N = [pese)e, (70)
where
1
Je(E) = EART 11 (71)

Because u appears only in f,, the quantum capacitance is propor-
tional to the thermal average of the density of states around the chemi-
cal potential. In the limit of zero temperature, the quantum
capacitance can be expressed as being proportional to the density of
states at the Fermi energy, Er,

P V120 2 ), (72)

CQ =e€

For metallic devices and structures with negligible level spacing,
the large density of states means that the quantum capacitance in Eq.
(69) can be considered infinite, i.e., the total capacitance is simply
equal to the geometric capacitance.

Since quantum capacitance is related to the thermodynamic elec-
tron compressibility K = #%’ it is sometimes called electron com-
pressibility when measured at finite temperatures and quantum
capacitance strictly at T= 0 K.”” Radio-frequency reflectometry can be
an efficient way to measure the quantum capacitance of mesoscopic
devices, especially low-dimensional systems where the density of states
is low. The quantum capacitance can be computed explicitly according
to the dimensionality of the system (2D, 1D, or 0D) taking into
account the specific density of states p(E),

gm"

pap(E) = "5 H(E ~ Eu), 73)
pip(E) = Z% \/ Z(Emen)’ (74)
pop(E) =D ¢S(E — En), (75)

where g is the degeneracy (valley, spin, orbital degree of freedom, etc.),
m* is the effective mass, H is the Heaviside step function, and E,, are
the subband energy offsets. Examples of quantum capacitance
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measurements performed in 2D systems involve measurements of
2DEGs™ as well as graphene’ ™ including magic-angle twisted
bilayer graphene.”” In 1D system, there are carbon nanotubes’ and

. 99 )
quantum point contacts.  Some examples of 0D systems include
GaAs QDs,” InAs QDs,”” and Si QDs.'**'%*

2. Quantum and tunneling capacitance in quantum
dots

We have seen in Sec. IIIE that the ac response of low-
dimensional systems may differ from the classical expectation. In this
section, we show how the aforementioned ac component, the Sisyphus
resistance (see Sec. I1] E) and now the quantum capacitance can mani-
fest simultaneously in coupled two-level systems. More particularly,
we will be able to make a further distinction about the origin of the
capacitance term, and separate it into two components associated with
reversible and irreversible charge tunneling,'’” i.e., the pure quantum
capacitance Cq'"*'"" as strictly defined in Eq. (72) and the tunneling
capacitance Cry, " respectively.

In particular, we consider a tunnel-coupled DQD where the two
dots QDj, i =1, 2, are connected to an rf gate electrode via gate capaci-
tances Cg; and to grounded charge reservoirs at temperature T via Cp;
[Fig. 13(a)]. The interdot tunnel barrier has a mutual capacitance Cy,
and tunnel resistance Ry. The system can be described by an equiva-
lent impedance Zq such that Vg = Z.Ig, where Vg and Ig are the

G b G

QD1 QD2 Ry Ca Cru 222 Coeom

/
\

EIA,
I

V
N

= | ~

/AN

o

FIG. 13. Double quantum dot equivalent circuit and physical processes. (a) dc
equivalent circuit of a DQD. The tunnel barriers, indicated by rectangles, consist of
a capacitor in parallel with a resistor. (b) ac small-signal equivalent circuit of the
DQD as seen from the gate electrode (G). The arrows indicate variable impedan-
ces. (c) Ground state and excited state energy of the DQD as a function of reduced
detuning (black lines). The yellow arrows indicate the work done by the ac voltage
source and the red and blue wiggling lines indicate phonon emission and absorp-
tion. The process associated with quantum capacitance is marked (1), with
Sisyphus resistance is marked (2), and with tunneling capacitance is marked (3).
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gate voltage and the gate current, respectively. Here, we consider the
system driven by a small-amplitude excitation, Vg = 0V sin(wt),
where the excitation frequency is much smaller than the DQD fre-
quency (i.e, @ < Ac/h, where Ac is the tunnel coupling energy), the
rate of transit through the anticrossing is small and the DQD is weakly
coupled to the reservoirs. In this limit, as we shall see later, the DQD
impedance is Zeq = (joCs + 1/ RSIs)fl, where Cs is the total equiva-
lent capacitance of the system and Rgys is the Sisyphus resistance of the
DQD.

To obtain an analytical expression for Z.,, we take the definition
of the gate current

dQi+ Q)
a7
where Q; is the gate charge on the respective QDi. We expand the total
gate charge in the DQD as a function of the gate coupling factors,
o; = Cgi/(Cpi + Cgi + Cy) and the average electron occupation
probability in QDi, P;. We further assume the weak DQD coupling
limit C;,, < Cp; + Cg; and obtain

Q+ Q= Z o;i(Cpi Vg + ePy). (77)

1

I (76)

Using Egs. (76) and (77) for inter-dot charge transitions, and
noting that in that case dP, /dt = —dP; /dt, we obtain

IG = CGEOM % + ea’% .
Here, Cgrom = > ; %iCp; and o' = o, — o We further note that the
gate voltage induces an electrochemical potential energy difference
between the QDs, ie., the detuning ¢ = 1, — p; = —eo! (Vg — Vg),
where VQ is the gate voltage offset at which the difference is zero.
Hence, Eq. (78) can be further expanded into

(78)

dv, dp
I = Corom —— + e =2

by L d) Ve
dt dt

de | dt (79)

= | Carom — (ex)

In Eq. (79), the semi-classical nature of our system becomes
apparent. The first term is the geometrical capacitance of the DQD,
whereas the second term, which appears as if it were a second capaci-
tance in parallel, is related to the electron compressibility as defined
below Eq. (72). It is linked to changes in charge occupation caused by
time-dependent changes in detuning. However, as we shall see, in-
depth investigation of this second term reveals two distinct physical
mechanisms leading to charge redistribution. For now, the problem
boils down to calculating the time-dependent occupation of QD2.

In order to understand the nature of this second term, we revert
to the quantum description of the DQD. In the single-charge regime,
the DQD is described by the Hamiltonian
AC &

H:_Tax_io—zy (80)

where g,;) are the Pauli matrices. The eigenenergies are

1
E1:i51/82+Aé, (81)

and the energy difference between the excited and the ground state is
AE=E, —E_ [Fig. 13(c)]. At large detunings, the eigenstates
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coincide with the charge states of the DQD. In general, the probability
in the charge basis (P,) can be expressed in terms of the probabilities
in the ground (GS) and excited state (ES) energy basis, P+,

P, = PP+ P{P. = % [1 + AiEx} : (82)
where Py’ = (1¥¢/AE)/2" and y = P_ — P, is the polarization of
the system in the energy basis. If the system is driven at a finite rate,
&(t) = gy + desin(wt) (where & is the bias point), and the excitation
rate is low @ < A/ (de) to avoid Landau-Zener transitions, " an
electron can change its probability distribution in the DQD in two dif-
ferent ways:'”” (i) via adiabatic charge tunneling [process 1 in Fig.
13(c) associated with the derivative of ¢/AE], or (ii) irreversibly via
phonon absorption and emission (processes 2 and 3, associated with
the derivative of y). By expanding the second term in Eq. (79), we can
extract our first conclusion,

2dPy  (ed)? {82& g ax}

!
() e =2 o2 “ " 2B 0e)

The first term on the right can be associated with the description
of quantum capacitance in QDs in the literature as originating from
the second derivative of the eigenenergies with respect to detun-
ing.”>%*!"%1 ! It coincides with the strict definition of quantum capaci-
tance being the electron compressibility at T= 0 K. The second term is
linked to irreversible redistribution processes that, as we shall see, lead
to Sisyphus dissipation and also to an additional source of capacitance,
the tunneling capacitance. To gain further insight into the second
term, we calculate changes in y using the master equation formalism
introduced in Sec. I11 E to first order approximation in d¢/Ac and find

(83)

—2n0e
oy = Wnyfm [V40 sin(@t) — w cos(wt)]. (84)

Here, 7, is the characteristic relaxation rate of the system and 7
relates to the amplitude of the induced probability oscillations.
More concretely, 7y, =7, +7_, where 7y, =7ycn, is the
phonon absorption rate, y_ = y¢(1+ np) is the phonon emission
rate, )¢ is a material-dependent charge relaxation rate, and
np = (exp(AE/kgT) — 1)"' is the phonon occupation number.
Hence, ), can be expressed as

Yot = YC COth(AEO /ZkB T) . (85)
Furthermore, 7, according to Eq. (57) can be written as
Tot €0 o[ AEp
= —_— h . 86
T~ 4ky T AE, °° <2kB T> (86)

By inserting the detuning derivative of the change in energy polari-
zation into Eq. (83) and averaging over a cycle of the rf signal, we get

I. =C d& (eoc’)zA—é Odﬁ
G = LapoM > (AE0)3” dt

(ed)* & 2nw?
2 AEyo? + 9%,

(eoc’)2 & 2NV AV

2 A—EOwZertzot dt

VG> (87)

where 7° = tanh(AE,/2ksT) is the equilibrium polarization and
AE, = AE(e = &). From Eq. (87), we find the form of the equivalent

scitation.org/journal/are

impedance of the system, Z.y. The prefactors in the terms linear in
dVg/dt correspond to capacitances, whereas the prefactor in the linear
term in Vg is a conductance. The reactive terms add up to a total sam-
ple capacitance Cs, see Fig. 13(b),

Cs = Cgeom + Cq + Cru, (88)

. 112
which corresponds to the sum

Ceeom = Z o;Csi, (89)

of the geometrical capacitance

the quantum capacitance

_(e)” AT,
Q — P (AE0)3X P (90)

and the tunneling capacitance

(ed)* 1 g \> 7, [ AE,
Cry = — | ——°— cosh . 91
VT2 2keT\AEy) w242, % L)

The dissipative term, which appears in parallel with Cs, is the
Sisyphus resistance

4RK kBT AEO 2 0)2 + ’J)z AEO
Rgis = —— — tot h2 . 92
S8y hyor < £ w? cos 2k T 02)

For comparison, the resistance of the inter-dot tunnel barrier is
Rr = 2Rxkg T/(hyc).” In Fig. 14, we show the functional depen-
dence of these different components. We start with the Sisyphus dissi-
pation which is proportional to Rgs™! and see that it presents two
symmetric maxima at finite detuning that increase with temperature
[panel (a)]. Furthermore, when the system is driven at constant fre-
quency, o = @y, the dissipation presents a maximum when the effec-
tive relaxation rate coincides with the driving frequency [panel (b)].
Finally, at a fixed relaxation rate, ., = 77, the dissipation increases
asymptotically as the driving frequency increases. The asymmetry
between w and 7., can be understood by noting that although dissipa-
tion in each cycle decreases as  is increased, the overall number of
cycles increases, exactly matching the reduction of energy dissipation
per cycle. The Sisyphus cycle, as explained in Sec. III E, is driven by
phonon pumping [Fig. 13(c), process 2].

Now, we focus on the quantum and tunneling capacitance and
their sum, the parametric capacitance Cy,;. In panel (d), we show how
they depend on detuning in the low and high temperature limits (left
and right panels, respectively). In the low-T limit, the parametric
capacitance (black) has a single peak centered at ¢y = 0 and contains
exclusively contributions from the quantum capacitance (dashed
blue). In the high-T regime, the parametric capacitance (black) still
has a single peak, although of reduced height due to the reduced equi-
librium polarization in the energy basis. However, the peak now con-
sist of contributions from both Cqy and Cry in blue and red,
respectively, the latter is responsible for the increased linewidth. The
line shape of Cry coincides with that of the Sisyphus dissipation indi-
cating that the same mechanism, phonon pumping, drives the process.
However, when we explore the dependence of the capacitance on
Yot/ @0 and /70 , we observe subtle differences. In panels (e) and (f),
we see that Cq (blue) does not depend on the drive frequency. On the
other hand, Cry (red), and hence Cp,, increases with increasing
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FIG. 14. Parametric impedances. (a) Relative change of the normalized inverse of
the Sisyphus resistance vs reduced detuning for ks T/Ac = 0.25,0.5, and 1 (blue,
black, and red traces, respectively) and y; = . (b) Rq/Rsis as a function of
reduced relaxation rate for a given operation angular frequency wy and (c) as a
function of reduced operation angular frequency for ks T/Ac = 0.5 for a given
relaxation rate 7%, and &y/Ac = 1. (d) Normalized parametric (black), quantum
(blue), and tunneling capacitance (red) as a function of reduced detuning for
keT/Ac = 0.01,1 (left and right panels, respectively) and yc/w = 10. Here,
Co = (ex)?/2A¢ and we set o/ = 1. C,/Cq as a function of reduced relaxation
rate (e) and reduced operation angular frequency (f) for ksT/Ac =1 and
&0 / AC =1

Yot/ In a symmetric way, see panels (e) and (f). With these three
plots, we can get a comprehensive picture of the dispersive response.
The quantum capacitance is linked to isentropic charge polarization
due to the nonlinearity of the discrete energy levels of the DQD,
whereas the tunneling capacitance is linked to thermal probability
redistribution (maximal entropy production). The latter depends
strongly on the system dynamics, ie., it only manifests when 7y, is
comparable to or larger than w; this is when tunneling occurs either
nonadiabatically (as in the case of the Sisyphus heating) or adiabati-
cally. In the specific case that y,,, and w are comparable, the Sisyphus
and tunneling capacitance processes are linked to phonon pump-
ing'"”'"" and lead to net power dissipation.

In short, radio-frequency reflectometry can be used to probe
additional components in the high-frequency response of low-
dimensional systems. More particularly, we have learned that near the
charge degeneracy point, a DQD behaves effectively as a variable
capacitor (composed of the parallel sum of the quantum, tunneling
capacitance, and constant geometrical capacitance) in parallel with a
variable resistor (the Sisyphus resistance).

REVIEW scitation.org/journal/are

C. Dispersive readout of QDs

Dispersive readout is based on measuring capacitance changes in
quantum devices via rf-reflectometry techniques. It is ideal for applica-
tions where electrical transport measurements may not be possible.
Dispersive techniques can be implemented with fewer electrodes than
required for conventional dissipative sensors based on measuring two
terminal conductance, such as the rf-QPC or the rf-SET. For that rea-
son, they have gained considerable traction in spin-based quantum
computing, where scaling is an important challenge. We note that,
although motivated by developments in QD science and technology,
dispersive readout techniques can be used to measure varying capaci-
tance in generic quantum devices. To put dispersive readout techni-
ques in perspectives, we present Fig. 15, summarizing the three main
techniques used to probe the quantum state in QD systems using rf-
reflectometry: dissipative and dispersive charge sensing [panels (a)
and (b), respectively] and in situ dispersive readout [panel (c)].
Dissipative charge sensing, exemplified by the rf-SET, utilizes the vari-
able resistance of the SET to detect the charge states of a coupled
DQD. The sensor is coupled to two charge reservoirs. Dispersive
charge sensing uses the variable capacitance, in this case of a single-
electron box (SEB), to detect the charge state of a coupled DQD. In
this case, the sensor needs to be coupled only to one charge reservoir.
The resonator can be connected to gate or reservoir of the SEB. Finally,
in situ dispersive readout detects directly the state-dependent capaci-
tance of the DQD and requires no sensor apart from the coupling gate.

e

a e
/_\.SET N

T ®= I
'Y

DQD
RF-SET charge sensing

b c
ul
AC ’
e
/—\
SEB |:I—‘
AC,
I
00 ®
'l

Dispersive charge sensing  In-situ dispersive readout
FIG. 15. Schematics of the three main reflectometry sensing techniques to probe
the charge occupation of DQDs. (a) An rf-SET charge sensor detects the charge
occupation of a DQD by measuring changes in the SET channel resistance ARs.
(b) Dispersive charge sensing detects the charge occupation of a DQD by measur-
ing changes in the tunneling capacitance Cry of a SEB induced by changes in the
charge configuration of the DQD. (c) In situ dispersive readout measures directly
changes in the capacitance of the DQD due to bistable tunneling between QDs or
between a QD and charge reservoir.

Appl. Phys. Rev. 10, 021305 (2023); doi: 10.1063/5.0088229
© Author(s) 2023

10, 021305-18

1pd'6228800°G L~ S0E120/v7829691/6228800°G/S901 01/10p/spd-sjone/ide/die/Bio-die°sqndj/:dyy woy pepeojumoq


https://scitation.org/journal/are

Applied Physics Reviews

In supplementary material Table SI, we have benchmarked the three
different methods utilizing available data in the literature. Here, we
explain dispersive charge sensing and in situ dispersive readout using
some examples from the literature.

1. Dispersive charge sensing

An interesting approach to measure the charge occupation in
QD arrays is to combine charge sensing techniques (see Sec. II1B 2)
with dispersive readout. This is the case of the single-electron box
(SEB)."">"**! The SEB (or single-lead quantum dot) is a charged island
with only one connection to a lead (rather than two for SETs) and is
capacitively coupled to one or more gates.””*° Cyclic tunneling
between the island and the reservoir results in an effective capacitance
that can be calculated analytically for the case in which the island and
the reservoir present a zero- and three-dimensional density of states,
resp ectively,8 122

2 02
o — (ex) 7o h2(_%o 93
U 4kBT V% + w? cos 2kBT ’ ( )

where ), is the dot-reservoir tunneling rate at the charge degeneracy
point, & is the bias point, and w is the probing angular frequency.
Recall the relation, &= —a(Vg— VQ). Equally, the capacitive
response of a charged island with a 3D density of states can be calcu-
lated analytically as

2 2
Rx ¢ Y .-/ €
=) R ht (= 94
TV kgT Ry hy 92 + 0? s kgT )’ 1)

where

RKSQ &
y=——coth| ——.
Y R h cot <2kBT) (95)

SEBs find applications in QD arrays where, for example, the dots
at the edge of the array in proximity to contact leads can be used as
SEB charge sensors' 71701+ [Fig. 16(a)]. SEB charge sensors are sensi-
tive detectors of the electrostatic environment. When the occupation
of a nearby QD changes, the SEB island potential shifts, which in turn
produces a change in capacitance that can be detected by gate reflec-
tometry measurements. Whereas QPCs or SETs require two leads,
SEB charge sensors require only one. This means they take up less
space, which is an advantage in quantum circuits'** "’ and provide
an interesting direction forward for scalable quantum electronics
circuits.

Figure 16 shows a 2 x 2 array of QDs in which each dot is pri-
marily controlled by one gate."'® The readout technique employs the
QD tunnel-coupled to the source electrode at the edge of the array, as
a SEB charge sensor. The LC resonator is coupled to this QD [Fig.
16(b)]. Gate reflectometry readout detects a phase change at the dot-
to-reservoir transition due to the increased tunneling capacitance [Fig.
16(c)]. When the occupation of one of the neighbor dots changes, the
dot-to-reservoir transition line shifts by a small amount AV in the
gate voltage space. By tuning the SEB near a dot-to-reservoir transi-
tion, the reflectometry phase signal becomes highly sensitive to the
change of occupation of the nearby dot in a similar manner to SET
charge sensors [Fig. 16(d)].

REVIEW scitation.org/journal/are

60 V. (mV) 160

FIG. 16. (a) SEM of a 2 x 2 QD array in a double split-gate fully depleted silicon-
on-insulator (FD-SOI) transistor."® Gate 4 is wirebonded to an rf resonator. The
scale bar is 200 nm. The position of each QD is indicated by circle, with SEB in
blue, sensed dots in black. (b) Circuit schematic showing the LC resonator attached
to the SEB charge sensor and probing the other QDs of the array. The gate voltage
Vy is applied via a bias tee. The arrows represent the tunneling of charges. (c)
Phase response ¢ of the gate reflectometry measurement as gates V, and V; are
swept, revealing peaks at the dot-to-reservoir transitions of the SEB.""® AV indi-
cates the shift of the SEB peaks due the change of occupation of QD2. We also
indicate the definition of a compensated control voltage, V¢, that changes the
potential of QD2 without changing the potential of the SEB. (d) Phase response of
the SEB as a function of two compensated control voltages VS and VC defined
similar to that in panel (c).""® In this case, a hexagonal charge-stable region of the
QD1-QD2 DQD is clearly visible. Reproduced with permission from Ansaloni et al.,
Nat. Commun. 11, 6399 (2020). Copyright 2020 Authors, licensed under a Creative
Commons Attribution (CC BY) License.

Going forward, with the number of QDs in arrays increasing, it
may become difficult to bring a sizable number of lead electrodes to
create SEB charge sensors without disturbing the connectivity of the
QD array. An approach that could overcome this challenge in the short
term could be the use of floating gates to capacitively couple one of the
QDs in an array to a remote sensor.'*’ We note that this approach can
be applied to any type of charge sensor described in this review.

2. In situ dispersive readout

Figure 17 shows an example of in situ dispersive readout per-
formed on a GaAs gate-defined DQD."" The rf resonator is connected
directly to one of the gate electrodes that controls the electrostatic
potential of a QD. The measurement circuit [Fig. 17(a)] works on the
principle explained in Sec. IV A and can be sensitive to both the capac-
itive and resistive contributions from the device. Measuring the
demodulated signal as a function of the gate voltages that control the
energy levels in the two dots shows the characteristic honeycomb pat-
tern of double dot Coulomb blockade [Fig. 17(b)]. Each type of charge
transition [top dot-to-lead, bottom dot-to-lead, and dot-to-dot;
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LC Cavity
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FIG. 17. (a) Micrograph of a GaAs DQD with an LC resonator attached to one of its
gates. The LC resonator is composed of a superconducting inductor (Lc = 210
nH) and the parasitic capacitance (Cp = 0.2 pF). (b) Reflected voltage Vo as a
function of voltages VL and VR applied to gates L and R. The charge occupation
of each dot is indicated in brackets. Bright features indicate the regions of charge
bistability. Reproduced with permission from Colless et al., Phys. Rev. Lett. 110,
046805 (2013). Copyright 2013 American Physical Society. (c) Circuit equivalent of
LC resonator attached to one gate of a DQD. The arrows represent the types of
tunneling to which the measurement is sensitive: tunneling between to and from the
leads, and tunneling between dots.

see Fig. 17(c)] appears as a series of high-intensity lines in the plot,
with a slope determined by the relative lever arms to the two gates.
These lines mark locations in gate space at which electrons can tunnel
cyclically in response to the rf gate voltage, which through the combi-
nation of Cq, Cry, and Rgs loads the resonator and, therefore,
changes the reflected voltage. The intensities of different lines arise
from the different response of particular transitions to the rf voltage;
as expected, the transitions of the bottom dot are stronger because of
the larger gate coupling and hence lever arm.

3. Sensitivity and state of the art

The first demonstration of in situ dispersive readout was reported
in 2010 with an LC resonator attached to a lead of a GaAs DQD.** A
minimum integration time of 7y, = 4 ms was needed to discern the
charge of a single-electron tunneling between QDs with a signal to
noise ratio (SNR) of 1. Since then, several works have demonstrated a
similar methodology”>*”'*""** showing detection of regions of charge
bistability.

In 2013, dispersive readout with a LC resonator attached to a gate
was first demonstrated using a GaAs DQD.” To discern dot-to-lead
charge transitions, the authors required a minimum integration time
of Tmin = 39 ps. From these results, it becomes apparent that the lever
arm of the sensing gate to the specific transition to be sensed is a pri-
mary factor in Tpyin, as shall be discussed in Sec. V. The latter work
opened the path to more advanced in situ dispersive readout demon-
strations based on an enhanced gate lever arm®' and optimized

REVIEW scitation.org/journal/are

resonator topologies'”” meaning that a dot-to-lead transition could be
discerned within a time 7,,;, = 12.5 ns. After that, single-shot readout
of spin qubits in silicon QDs via in situ dispersive readout''"""** of
dot-to-dot charge transitions was performed. More recently, a DQD
was coupled to a superconducting microwave cavity to obtain T, =
170 ns,"”” see Sec. VIII. Finally, readout of interdot charge transitions
has been further improved to allow T, = 80 (Ref. 137) and then
Tmin = 10 ns (Ref. 138) by using a Josephson parametric amplifier
(JPA) (see Sec. V1) and by adapting the resonator topology to increase
the quality factor (see Sec. V B), respectively.

With regard to dispersive charge sensing, the SEB’s capaci-
tance is read using the same methodology as in situ dispersive
readout. It is, hence, expected that the aforementioned approaches
could be used to achieve similar 7;,; when charge sensing events
shift the sensor from a capacitance peak to the background. So far,
SEBs charge sensors have allowed measurements of charge occu-
pation with SNR =1 in 550 ns integration time,”* charge detection
in silicon nanowire QDs,"'*"** and single-shot spin readout in less
than 1 ps."*”

The recent progress on dispersive readout shows that, with an
adequate resonator design, dispersive signals (either for in situ disper-
sive readout or dispersive charge sensors) can approach the signal lev-
els of dissipative sensors (see Sec. V). Under certain conditions, in situ
dispersive sensing and SEBs could achieve comparable or even faster
readout. One reason is that SETs are intrinsically shot noise-limited
with values for typical bias conditions approaching or even exceeding
the noise of cryogenic amplifiers (see Sec. VI). Dispersive readout is
Sisyphus noise-limited,”’ noise that can be made comparatively
smaller than the noise temperature of cryoamps'*’ and hence allows
quantum-limited amplifiers to achieve lower noise temperatures' "
(see Sec. V).

V. OPTIMIZATION OF RADIO-FREQUENCY
RESONATORS

The optimization of a radio-frequency resonator has the purpose
of reducing the time required to perform a measurement or in other
words, of increasing the SNR. In 1f reflectometry, the signal corre-
sponds to the difference in reflected voltage between the two states to
be measured, so that

v, |

SNR = ‘(rb ~T°
N

P
|AF|2 0

(96)
where V, (Py) and Vy (Py) are the input and noise voltage
(power), respectively, and Fa(b) are the reflection coefficients corre-
sponding to the two states to be measured. Maximizing the SNR
entails two objectives: (i) maximizing the change in reflection coef-
ficient between states for a given input power and (ii) minimizing
the noise power.

The task of minimizing the noise is discussed in Sec. VI. In this
section, we shall describe strategies to maximize the signal by optimiz-
ing the radio-frequency circuit. From Eq. (96), it is clear that the SNR
can be increased by maximizing |AI'| at a given input power. The
strategy that should be followed to optimize |AT'| depends on the type
of device to be measured (resistive or reactive) and on the size of the
signal change (small or large-signal regime).
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A. Optimizing for changes in resistance

Figure 18 shows a simulation of |T'(Rs)| as a function of a vari-
able resistance Ry embedded in an ideal LC resonator (see Sec. III).
The point |I'(Rg)| =0 marks the critical coupling condition.
Optimizing the resonator consists of maximizing the change in AI" for
a given change in resistance ARg. In the analysis of this problem, we
need to distinguish two cases: ARs/Rs < 1 (the small-signal regime)
and ARs/Rs ~ 1 (the large-signal regime).

1. Resistive readout—The small-signal regime

For small resistance changes ARg, the change in reflection coeffi-
cient can be calculated to first order as

_or

Al = —
IRs |

ARs. (97)

For the circuit in Fig. 18, this takes the following form:

2ZloadZO %

Al ¥ ——— .
(Zload + ZO) RS

(98)

The first ratio in Eq. (98) relates to the circuit coupling, which is
maximal when the equivalent impedance of the circuit at resonance,
Zioad> is equal to the impedance of the line Z;. The second ratio,
ARs /R is maximal when the fractional changes in resistance are max-
imized. Figure 18 illustrates that AI" is maximal near the critical cou-
pling condition, as expected from Eq. (98).

1 i
Lo =800 nH
Lc=2pH
0 1 I 1 I I 1
10! 102 108 104 4 105 108 107 108
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\
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Undercoupled Critical coupling Overcoupled

FIG. 18. Top: Reflection coefficient amplitude |I"(Rs)| simulated for the LC circuit
in the inset with L = 800 nH and f= 229.4 MHz (blue trace), and with Lc = 2uH
and f=145.2 MHz (red trace); Cp = 0.6 pF. Critical coupling is reached at a spe-
cific value of Rs that depends on the circuit parameters. Bottom: Smith charts of
the reflection coefficient spectrum (see Fig. 5). The black dots indicate the reso-
nance frequency. The resonator is undercoupled for low values of Rs (left) and
overcoupled for high values (right). At critical coupling (blue curve middle), the
curve runs through the origin.
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2. The matching capacitor and in situ tunable
resonators to achieve critical coupling

As explained in Sec. III, critical coupling for an LC resonator
attached to a resistive device is achieved when Rg = Rpch
= Lc/CpZy [Eq. (46)]. If Rg and Cp are known, a user can choose Lc
to obtain the best sensitivity. However, in practice, it is not easy to
know these values a priori because the component properties may
depend on temperature and because the parasitic capacitance is uncer-
tain. Moreover, Eq. (46) implies that a large L is required to match
samples with large resistances and parasitic capacitances. Increasing of
L reduces the readout bandwidth (22); more problematically, large
surface-mounted inductors introduce self-resonances near the operat-
ing frequency.'*' This is a difficulty for many quantum devices, which
typically have resistance Rg = 100kQ. Even with careful engineering,
sample wiring typically contributes a parasitic capacitance = 0.3 pF in
parallel with the device."* A matching capacitor Cyy, in parallel with
the circuit, allows us to shift the critical coupling to a higher value of
R to enable Zjy.q = Zy.

Voltage-tunable capacitors (varactors) allow for in situ tuning of
the matching condition.”” Varactors in parallel with the sample can
also be used to tune the resonance frequency. An example of in situ
tunable resonator with a matching capacitor'*’ is illustrated in Fig.
19(a). This circuit incorporates two varactors: one primarily for
impedance matching (Cy;) and one primarily for frequency tuning
(Cy). The varactors allow the capacitance to be tuned with a dc voltage.
Figure 19(b) shows a simulation of the reflection coefficient I" as a
function of frequency for typical device parameters with no matching
capacitor (Cy = 0). Tuning C; allows changing the resonance
frequency

1
 21y/Le(C + Cp)

as well as modifying the coupling. In this example, critical coupling is
achieved at C; + Cp = 0.14 pF, which is below the typical parasitic
capacitance of the measurement set up. Hence, C; on its own does not
allow for critical coupling to be achieved. However, by increasing the
capacitance of the matching capacitor Cy, critical coupling can be
achieved for a larger range of C; and Rg values. The matching capaci-
tor has little effect on the resonance frequency but modifies the resona-
tor’s impedance and, thus, the circuit coupling in the circuit of Fig. 19
as follows:

fe (99)

Ciot’LcRs

— 100
CuM2L + C3Rs?’ (100)

Zioad =
where Ciot = Cy + C; + Cp. Controllable perfect matching with resis-
tive devices, such as rf-QPCs™ °>'** and rf-SETs'*’ is, thus, possible.
Typically, GaAs varactors are used”'** because they are widely tunable
down to 1K. However, at lower temperature the tuning range is
reduced.” A list of components used in various studies cited in this
review is available as supplementary material Table SIL

3. The large-signal regime

For large resistive changes, for example when a charge sensing
event shifts an SET from a Coulomb peak to a valley, the first order
approximation of Eq. (97) breaks down. Instead, we must consider
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FIG. 19. (a) A device is coupled to an impedance matching network formed from
an inductor, variable capacitors C; and Cy, and fixed capacitor. Parasitic losses are
parameterized by an effective resistance R,. (b) and (c) Simulation with no match-
ing capacitor (Cy = 0).'* Voltage reflection coefficient I" is plotted as a function of
frequency for different values of sample capacitance Cp, as magnitude (b), and as
a Smith chart (c). R. = 20 Q takes into account the losses in the resonator. The
sample resistance is Rs = 1GCQ, and the capacitance of the device is included in
Cp. The inductor value is L¢ = 223 nH and Ccoyy is 87 pF. (d) and (e) Simulated
reflection for different values of the matching capacitor Cy.'** Reproduced with per-
mission from Ares et al, Phys. Rev. Appl. 5, 034011 (2016). Copyright 2016
American Physical Society.

AT = I'(Ry) — I'(R,), the change in the reflection coefficient given
a resistance change from Ry, to R,. Circuit losses are generally det-
rimental but become particularly important in the large-signal
regime.

Losses in the inductor (caused by its resistance Ry) reduce |I|
when the device is in a highly resistive state (Fig. 20). As a result, the
maximum |AT"| when the device resistance increases above the match
value is reduced to

_|RL—2
X R+ Zo

|AT| (101)

for Ry, < Z. For Ry, > Z, achieving critical coupling is not possible.
The goal is, thus, to minimize R;. Superconducting inductors are a
way forward (see Sec. V B 3).
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FIG. 20. Reflection amplitude |I"| as a function of sample resistance Rs consider-
ing losses in the inductor R, (a) or in an effective resistance to ground R (b). The
simulation parameters are Cp = 0.6 pF, Lc = 800 nH, and f=229.4 MHz. The
blue curves correspond to an ideal LC resonator R, =0, Rc = co. The red
curves correspond to modest losses that reduce the sensitivity of the circuit while
the green and orange curves correspond to losses so high that the circuit is always
undercoupled. Changes in |AI| as a function of Rs are reduced when the losses
in the circuit increase. Note that values used for the green and orange curves, in
both panels, are exaggeratedly bad compared to current experiments but are
included for pedagogical purpose.

Capacitive losses (Rc) have a similar effect (Fig. 20). These losses,
as they are in parallel with the device resistance, reduce the maximum
achievable |AT"| between the two resistive states to

e,
CGRc

ATy = [ (102)
C + 7
GRc ' ™°

for Rc > Rpatch- For Re < Rpateh, critical coupling is not achievable.
In order to minimize Rc, low-loss dielectrics and high-resistance
device gate oxides can be used.'*’

4. Measurement back-action: Relaxation
and dephasing

Using rf-SET's to measure the state of a qubit causes two types of
back-action: relaxation (i.e., random transitions between eigenstates)
and dephasing (i.e., randomization of the phase in superpositions)."”
Various processes contribute to measurement-induced relaxation, but
the most widely considered in the literature are shot noise in the SET
and quantum fluctuations in the qubit's environment.”” The
measurement-induced relaxation rate I'; is proportional to the spec-

tral density Sy (f) of the voltage fluctuations on the SET island at the
146,329,330

qubit frequency:
1/e\* , A AE
Fl = g (ﬁ) K?ZA—I?Z SVV (T), (103)
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where the qubit Hamiltonian is Eq. (80) and the lever arm « is the
ratio between the qubit-SET capacitance and the total capacitance of
the qubit, which determines how strongly the SET island voltage fluc-
tuations couple to the qubit.

The shot-noise relaxation process dominates for low qubit fre-
quencies, ie., when AE/h < I /e, where I is the current through the
SET. Using “orthodox” SET theory, "’ the corresponding spectral den-
sity is

Eé 4(01

e - 104
e (2nf)* + 1607 (10

Syv(f)

where w; = I/e is the tunneling rate through the SET and E¢ the SET
charging energy. Equation (104) assumes a symmetric SET with no
cotunneling.

The quantum-fluctuation process dominates at high-frequency
where AE >> Ec. This process is driven by the fact that every electro-
magnetic mode containing the SET has associated quantum fluctua-
tions. Their total spectral density can be modeled by considering the
impedance of the SET island to ground as two parallel tunnel junctions
each with resistance Ry, giving

Ry

h a
L (MR

Ec 2Ry
To evaluate the noise spectral density of the SET island in all frequency
regimes, a full quantum mechanical calculation is necessary.”’

The other type of back-action is measurement-induced dephas-

ing, caused when voltage fluctuations modify the energy splitting

between qubit states without driving transitions between them. The
general expression for the dephasing rate is

Svv(f) = hf (105)

1/e\*, &

The SET approaches the quantum limit for qubit readout (given
by the equality in the Heisenberg uncertainty principle, I'¢ Tmin > 1/2)
but so far has not reached it."** Here, 7., is the measurement time
needed to discern the state of the qubit with a signal-to-noise ratio of 1.

B. Optimizing for changes in capacitance

In this subsection, we describe analytically the SNR optimization
problem for changes in device capacitance ACs and provide experi-
mental strategies to improve SNR. We show that the strategy depends
on whether one is in the small-signal limit (Q;ACs/Ciy < 1) or the
large-signal limit (Q;ACs/Cio &~ 1).

1. Capacitive readout: The small-signal regime

In the small-signal regime, we consider capacitance changes only
to first order by writing

Al = — AGs, (107)

where ACs is the change in the device capacitance. For the circuit
topology of Fig. 21(a), we obtain

scitation.org/journal/are

d LC(CCaup\+ C,+Cy) c LC(CCOup\+ Cp+ Cy)
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FIG. 21. (a) Conventional LC resonator circuit to measure a capacitance, similar to
Fig. 12(a) but using a superconducting inductor L¢. (b) Photograph of a supercon-
ducting planar inductor. Reprinted with permission from Ahmed et al. Phys. Rev.
Appl. 10, 014018 (2018). Copyright 2018 American Physical Society.** (c)
Schematic of a resonator with superconducting inductor in the parallel configuration.
(d) Equivalent circuit at resonance. The resistance Rc represents the losses in the
resonator. (e) Photograph of a multi-module setup.'*” The silicon chip with an array
of square bond-pads is seen to the left, and to the right is the NbN-on-sapphire sub-
strate. The two modules are positioned on a printed circuit board. The inductor, an
elongated spiral (magnified in inset), is inductively coupled to a 50 Q waveguide.
This circuit provided an inductance Lc = 47 nH and a parasitic capacitance Cp
= 0.15 pF. Reproduced with permission from Ibberson et al, PRX Quantum 2,
020315 (2021). Copyright 2021 Authors, licensed under a Creative Commons
Attribution (CC BY) License.

2Z102dZ, AC
L‘)z Qi =2 (108)
(Zload + ZO)
where Zjoa = Lc/(CiotRc) is the equivalent impedance of the circuit
at resonance and Cyx = Cp + Cs is the total capacitance. The first
ratio corresponds to the matching condition and is maximal when

ATl ~j
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Zioad = Zg, as in the resistive case. The second factor is the internal
quality factor of the resonator Qi = Rcy/Crot/Lc and the third is the
fractional change in capacitance. In contrast to resistive readout [Eq.
(98)], the internal quality factor plays a significant role."”” Equation
(108) sets the first guidelines for SNR optimization to capacitance
changes: (i) good matching to the line, (ii) high internal quality factor,
and (iii) large fractional changes in capacitance. In other words, both
the parasitic capacitance and the internal circuit losses need to be min-
imized (increase Rc) while achieving good coupling to the line. This
can be equivalently seen as designing a high-Q, high impedance reso-
nator. In the following, we explain possible strategies to achieve those
goals.

2. Resonator topology

Considering the critical coupling condition Qi = Qext and the
requirement to achieve high internal quality factors, improving the SNR
to capacitance changes requires increasing Qey. The standard LC reso-
nators used to couple to resistive devices have Qe = /Lc/Ciot/Zo>
which is typically'*” well below 100. A new circuit topology is needed
with the necessary degrees of freedom to achieve critical coupling while
maintaining high-quality factors. In one such design,"*>'* the inductor
is placed in parallel with the sample and coupled though a coupling
capacitor Ceoypl to a coplanar waveguide [Fig. 21(c)]. In this configura-
tion, the external and internal quality factors are

Qext = CCoupl + Crot i LC(CCoupl "; Ctot)7 (109)
CCoupl Zo CCoupl
CCoupl + Crot Re

Qint = Lo

(110)
By introducing the extra degree of freedom of Ccoypl> this topology
enables Qe to be increased while maintaining similar Qjy. A circuit
that introduced this design reached Qe = 680 and Qi = 943
(Qr ~ 400) using a superconducting inductor.'”” The same paper
reports Q, = 790 with another resonator. Later, a loaded quality factor
of Q; = 966 was obtained, ** with a consequent improvement of the
sensitivity. Further improvements have been achieved by using induc-
tive coupling rather than capacitive coupling as demonstrated in Ref.
137. Inductive coupling removes the need to add Ccoyupl, further
increasing the fractional changes in capacitance.

3. Reducing the parasitic capacitance with
superconducting inductors

The analysis of the SNR to capacitance changes concluded that
is necessary to reduce both parasitic losses and capacitance.
Superconducting inductors have two main advantages. First, they
minimize dissipative losses. Second, their planar geometry allows sig-
nificantly smaller parasitic capacitance than in wire-wound surface-
mount inductors. These advantages increase the internal quality factor
Qint and increase the fractional changes in capacitance. Conventional
wirewound surface-mount inductors'** do not exceed quality factors
of 100 while air-core inductors go just above.”

Typical superconducting inductors are planar spirals with a
bonding pad at each end [Figs. 21(a) and 21(b)]. They can be fabri-
cated on a dedicated chip separate from the sample in order to allow

REVIEW scitation.org/journal/are

for different fabrication strategies for each chip. They are typically
made from thin films of the Type II superconductors Nb,** NbN,"** or
NbTiN."** Important considerations are the critical temperature and
critical magnetic field of the thin film. For experiments requiring high
magnetic fields, such as for spin qubits, NbN and NbTiN are suitable
provided the field is in the plane of the film." "’

Multi-module assemblies in which a semiconductor and super-
conducting chip are connected via wirebonds have been demonstrated
[Fig. 21(d)]. For example, in Refs. 137 and 150, the superconducting
chip contains an elongated spiral inductor that is inductively coupled
to a 50 Q microstrip waveguide fabricated using optical lithography
from 80 nm of sputtered NbN on a sapphire substrate.

To reduce parasitic capacitance further, careful rf engineering of
the circuit board is essential. High-frequency signals should be deliv-
ered by printed circuit board (PCB) waveguides with 50 Q characteris-
tic impedance. Parasitic capacitances can be further reduced by
fabricating the PCB board from low-loss dielectrics, such as the RT/
duroid 4000 and 5000 families."*”

4. On-chip superconducting microwave resonators

The quality factors of resonators mounted on a printed circuit
board are ultimately limited by dielectric losses and by parasitic capaci-
tance to the ground, which in turn is set by the size of the components
and of wirebonds. To reduce Cp further, one must mount the resona-
tor on the chip itself. This adds fabrication and integration complexity.
Ultimately, this approach is limited by the internal quality factor. For
superconducting on-chip microwave resonators, the quality factor can
be as large as a million,"”""”” but when such resonators are incorpo-
rated into a spin qubit device, the quality factor is smaller because of
losses in the semiconductor substrate (Q, ~ 2000).%!7>17%154
However, on-chip resonators generally have substantially lower para-
sitic capacitance than in multi-module assemblies. As well as for spin
qubits, they have also been used to measure nanomechanical resona-
tors.””” "** The reduction in parasitic capacitance allows operation in
the microwave range, ie., f, > 1 GHz, where resonant interactions
between the resonator and the device can occur. This regime where
the energy of the resonator photons and the system to be probed are
similar (also known as the resonant regime of circuit QED) is out of
the scope of this review, but interested readers can find information in
Ref. 10.

5. Device capacitance

In Sec. I'V, we discussed the origin of quantum capacitance [Eq.
(72)] and its manifestation in DQDs [Eq. (90)]. The reader can see
that the device capacitance depends on the lever arm o, which quanti-
fies the efficiency of a gate in modifying the electrochemical potential.
In semiconductor devices, o can be increased by (i) using small equiva-
lent gate oxide thicknesses, i.e., by using thin high-k dielectrics, (ii)
using devices with a thin active region, such as on-insulator sub-
strates,”” and (iii) using non-planar gate geometries as in carbon
nanotubes,” InAs nanowires,”” or silicon nanowire transistors. ®’
Finally, quantum capacitance changes can be made more pronounced
in low-dimensional devices by decreasing the temperature. Lower tem-
peratures result in larger changes in the number of states with respect
to changes in the chemical potential (in 1D and 2D systems).
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6. Capacitive readout: The large-signal regime

Once the above strategies have been implemented, Q;ACs/Cio
may approach 1. This means we cannot apply Eq. (107) and must
instead consider AT" = I'(Gy,) — I'(C,), the change in reflection coef-
ficient when the capacitance changes from state G, to C,. To calculate
this difference, we consider the reflection coefficient of a parallel reso-
nator geometry [Fig. 21(c)] as follows:

o 1—‘min + 2]QrAw/('Or

1+ 2jQAw/w, (111)

where o, is the resonance angular frequency, Aw is the difference
from the resonance frequency, and I', is the minimum value of the
reflection coefficient. It can be shown that the difference in I" between
two capacitance states is maximal when Re (AI') = 0 and that this
condition occurs when the operation frequency is mid-way between
the resonant frequencies corresponding to the two states.”” In this
case,

Aw
Qr (1 - l—‘min)
AT =j—

B —
1+ (ZQri—w)

Taking into account that Q; = Qu/(1+f), 1 — Ipn =2f/
(1+ p), and Aw/w, = ACs/Cior, where f3 is the coupling coefficient
and Cix now includes Ccoypl, We arrive at the general expression for
AT as

(112)

2%, AC
T 2 Kint T 4
AT :]-M (113)

ACS) 2
I+ (Q
( Ctot

In the small-signal limit Q.ACy < 1, we recover Eq. (108).
Furthermore, we see that AI" becomes maximal when Q,AC;,; = 1.
This condition translates into

Ao = 2% = 218y, (114)
Qr
where we have to consider that the system is probed at the average res-
onant frequency of the two measurement outcomes.'”” For a given
device-induced frequency shift, the best strategy is to couple the reso-
nator such that its bandwidth will match this frequency shift. This is
known as the condition for maximum state visibility. Under these
circumstances,
2
Al =" 115

158 (1)
and hence, if a large enough frequency shift is available, overcoupling
the resonator to the line will result in higher AI' compared to the
small-signal regime, where critical coupling is optimal.

7. Optimal SNR and back-action

From Eq. (96), one might conclude that increasing the input
power P, results in an indefinite increase in SNR. However, P, cannot
be arbitrary large since eventually the large voltage swing across the

scitation.org/journal/are

device will broaden the line shape of the feature under study, i.e., create
back-action by over-driving the system. This voltage scale might corre-
spond, for example, to an energy swing equivalent to an energy-level
splitting in a DQD, or to the energy associated with the tunneling rate
or the electron temperature for a SEB. To study this problem, we
divide the task in two: (i) understanding the effect of the voltage drop
at the device Vg, on the observable capacitance ACs and (ii) deter-
mining Ve, given an input power P,

Point (i) has been considered in the literature for charge, spin,
and Majorana devices using the adiabatic approximation.'®' Here, we
use the simplest example: a charge qubit, i.e., a coupled DQD as in Sec.
IV B2. In the adiabatic limit, where probe-induced excitations and
inelastic relaxation processes can be neglected, the charge on QD2 (the
dot which we take as a reference) can be expressed as

1’12:l 1+i 5 (116)
2 AE

where ¢ is the energy detuning between QDs and AE the DQD energy
difference. The effective parametric capacitance of the DQD is the
ratio between the in-phase Fourier component of the charge response
and the Fourier component of the probing voltage during the time T,
both taken at the probe frequency and weighted by the probing gate
lever arm «,

1 ("
?J oeny (t) sin(wt)dt
n 0 . (117)

T
—J Viey sin(wt) sin(wt)dt
T)o

Cq =

The denominator is readily found to be equal to Ve /2.
Considering that 1, (t) is periodic in time, we find

20e 1 (T
Co = — t)si t)dt. 118
¢ VdevTL el sinfe) (e
Equation (118) can be solved analytically after inserting Eq. (116)
to yield
20e

CQ = anevfc(x). (119)

Here, the dimensionless function characterizing the capacitance is

defined as
x? x?
1 2)E —K|——
(a++) (1+x2) (1+x2>
xvV1+ x2 '

where x = oeVgey /Ac, and K(x) and E(x) are complete elliptic inte-
grals of the first and second sides, respectively. We can now evaluate
the effect of increasing Ve, on the capacitance amplitude. At low vol-
tages, fc(x) — Fx and we recover the expected function for the

ground state capacitance in the small excitation regime [see Eq. (90)]

fe(x) = (120)

_(ace)2
Q — ZAC )

(121)

whereas for large voltages, fc(x) — 1, and the capacitance becomes a
decreasing function of Vge,. We can see how overdriving leads to
back-action by reducing the measured capacitance.
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Next, we move to point (ii), which requires calculating the rela-
tionship between Py and Ve,. We consider the parallel circuit configu-
ration (see Sec. V B 2). Suppose that all the power dissipated in the
tank circuit is dissipated across the effective resistance Rc (i.e., that Ry,
is negligible). By energy conservation, we have

V2
== TP)Py, (122)
ING
where P, is the incident power and Vg, is the voltage across the
device. Substituting from Eq. (10) and rearranging gives

_ Vc%ev (Zload + ZO)2
RC 4ZloadZO

We can now go back to our definition of SNR [Eq. (96)] and
insert Egs. (108), (119), and (123) to find

8 ﬁ (ae)Z Qintwr 2 (aevdev)
R=— it 124
2 (14 ) ksTn Ciot se Ac )™ (124)

0 (123)

where we have used the fact that Py = kg T /27, With Ty being the
effective integration time. Equation (124) provides clear guidelines on
the optimal steps to maximize the SNR: (i) Achieve critical coupling, (ii)
increase the internal quality factor, i.e., reduce internal losses, (iii) reduce
parasitic capacitance, (iv) operate at high frequency, (v) maximize the
lever arm o, (vi) reduce the noise temperature, and obviously (vii)
increase the illumination level Vi, and (viii) increase the integration
time. One should keep in mind that some of these parameters affect the
voltage drop across the device, i.e., Vaey = 2CcouplQr Vin/(Ccoupl + Cp),
and Vj, may need to be readjusted to avoid overdriving the system.

For singlet-triplet spin qubits (Sec. [X), Ref. 161 shows that the
SNR in a dispersive readout experiment also saturates as Vi, is
increased. For Majorana qubits (see Sec. [X), the model predicts an
optimal Vi,, with a decreasing readout fidelity as Vi, is increased
beyond this optimum.

8. Resonator-induced dephasing

Any readout method is bound by the Heisenberg uncertainty
principle that poses constraints on sensitivity and back-action. For
qubit readout, the measurement time needed to acquire the state of a
qubit with a signal-to-noise ratio of 1, Ty, is related to the induced
rate of dephasing Iy, by the following relation:

yTmin > 1/2, (125)

meaning that a measurement completely dephases the qubit and the
rate at which it does so is at least 1 /(27 i, ). If the readout method fol-
lows the equality, it is said to have a quantum efficiency of 1. The
problem of induced dephasing using dispersive readout has been ana-
lyzed in Ref. 162 for a slow oscillator (o, much smaller than the char-
acteristic discrete energy level spacing in the qubit) which is the
common case for rf reflectometry. For a wide range of parameters, dis-
persive readout is found to have unit quantum efficiency.

Another important consideration is the rate of dephasing
induced by the measurement system when it is not measuring 'Y,
ie, not being driven by an external rf tone. The rate of induced
dephasing for a thermally occupied oscillator is

REVIEW scitation.org/journal/are

2
F‘q)ﬁff = n(ow)[1+ n(a)r)]Qr%wr, (126)
tot
where n(w;) = 1/(e"/%T — 1) is the thermal occupation number at
the resonator frequency. To minimize off-state dephasing, it is advan-
tageous to cooldown the resonator—either by increasing the frequency
or lowering its physical temperature—but it also to reduce the frac-
tional change in capacitance and to use a low-Q resonator. Since some
of these conditions compete against the SNR optimization strategies
presented above, SNR and I'’ ‘gf need to be evaluated simultaneously to
reduce the readout time while maintaining low dephasing rates.

C. Large gated semiconductor devices

Large gated semiconductor devices are difficult to match because
of their large capacitance, but nevertheless, dissipative rf measurement
measurements of 2D systems have been achieved.'*' However,
accumulation-mode quantum dots remain a challenge because the
resistance of the contact leads and capacitance of the large accumula-
tion gate form an RC filter that prevent the signal from reaching the
quantum dot.'*” This problem can be mitigated with device designs
that minimize the accumulation region”” or by using doping instead of
gates to fabricate the leads.'**

Another approach, which requires less optimization, is to connect
the resonator to an accumulation gate. Thanks to the high gate capaci-
tance, the reflected signal is sensitive to the resistance of the quantum
dot rather than only its capacitance.'*”'®* In this configurations, the
path that would allow the signal to leak directly from the contact lead
to ground needs to be blocked by a resistor'®” or using gates.'*

In dispersive measurements, the accumulation of charges in the
surroundings of the quantum dot creates a voltage-dependent change
of Cp that degrades the sensitivity.''>'*® This unwanted accumulation
of charge in the areas surrounding the quantum dot can be reduced by
using depletion gates.'”

D. The charge sensitivity

Comparing the performance of different sensing devices includ-
ing dissipative and dispersive methodologies is essential in assessing
the quality of a particular readout technology. Different figures of
merit have been used in the literature to benchmark readout sensors
but all can be related to a single magnitude, the minimum measure-
ment time Ty, defined as the integration time needed to discern two
states with a SNR of 1.

For charge sensors, the most commonly used figure of merit is the

charge sensitivity /S, which can be understood as the amount of

charge that can be discerned in a measurement lasting a second [see
Eq. (50)]. In this case, the minimum measurement time corresponds to

SN
Tmin = % (127)
In radio-frequency mode, the charge sensitivity of a sensor can be
extracted in two ways:

(i) In the frequency-domain [see Figs. 22(a) and 22(b)], by applying to
a device electrode a small sinusoidal signal of frequency fn
and calibrated charge rms amplitude (typically Agms = 0.01e or
less to guarantee that the sensor operates in the linear regime).
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FIG. 22. Charge sensitivity in the frequency-domain. (a) Normalised phase response
of the resonator as a function of source-drain Vsp and top-gate voltage Vi at
50 mK, measured with rf power of —93 dBm. The black box indicates the dot-to-
reservoir transition used to measure sensitivity and the arrow the gate voltage
period. (b) The same transition as indicated in (a), measured at Vsp = —10 mV.
The input rf power here is —103 dBm. The red line indicates the peak-to-peak ampli-
tude of the top-gate modulation signal. (c) Spectrum of the reflected power, showing
sidebands at the gate modulation frequency of 511 Hz. (d) SNR as a function of car-
rier frequency fi, for a frequency tunable resonator including a variable capacitor as
in Fig. 19(a). Black, red, green, blue, cyan, and pink correspond to voltages across
Ci equal to 0, 1.5, 3, 4.6, 6.5, and 15V, respectively. The maximum SNR is marked
for each data set with a gray circle. Reproduced from Ibberson et al., Appl. Phys.
Lett. 114, 123501 (2019) with the permission of AIP Publishing LLC.”

This method is particularly useful for SETs where the gate voltage
period is a direct measurement of the addition of one unit of
charge. If the device is biased at a point of finite transconductance,
the ac signal modulates the carrier frequency fi, producing side-
bands in the power spectrum of the reflected signal at fi, * fn, [Fig.
22(c)]. The sensitivity is then calculated from the SNR of the side-
bands®>'% [Fig. 22(d)] (see supplementary material for a deriva-
tion) using

Ag
N rms
\/S— V245 x " /2A; x 10NRa/20° (128)

where Af is the resolution bandwidth of the measurement and
SNRyjp is the sideband signal-to-noise ratio in decibels. 198 The
factor of \/2 takes into account that information can be
extracted from both sidebands by homodyne detection. It is
important to distinguish between sensitivity to charge on the
charge sensor (for example on the island of an SET) and on the
target (i.e., the object being sensed, such as a qubit). The sensi-
tivity to charge on the target is generally worse, because one
electron on the target induces less than one electron on the sen-
sor. If Agms is a charge induced on the sensor, then Eq. (128)
gives the sensitivity to charge on this sensor and can be used to
compare sensors without any need to measure a target.
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However, the time taken to resolve a charge of one electron on

the target is
S50 [ C
el z
min — 5 129
‘ 2¢? <Cm) (129)

where Cy, is the mutual capacitance and Cy is the total capaci-
tance of the system to be sensed.'®”

(ii) In the time domain, by monitoring the sensor response with
time and averaging it over bins of duration 7;,; while the target
system to be sensed changes state (either actively driven by
voltage pulses or passively when it fluctuates between states).
Then, the data are collected in a 2D histogram over the IQ
plane and the SNR = (S/a)” is calculated from the voltage dis-
tance between centers of the clusters (S) and their average stan-
dard deviation (o) along the axis that joints the two centers [see
Fig. 23(a)]. The charge sensitivity then

o V2T e (130)
Q™ /SNR

For dispersive sensing, the readout resonator probes directly the
system to be sensed instead of detecting it via an intermediate charge
sensor. For that reason, the preferred figure of merit has been the SNR
of the two possible outcomes of the measured system with given mea-
surement duration iy [Fig. 23(b)]. The methodology followed to
extract the SNR is identical to the time-domain case (ii) above. Given
the relation

T
SNR = ", (131)
Tmin
T ()
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FIG. 23. Signal-to-noise ratio in the 1Q plane."’ (a) Distribution of the reflected sig-
nal in quadrature space, collected at gate settings on and off an interdot charge
transition. Each point is collected with an integration time i,y = 50 ns. For each
distribution, the black cross marks the center (mean) and the dashed circle indi-
cates the standard deviation of distance to the center. The dashed line marks the
axis that joints the two centers. (b) SNR dependence on iy for input power
= —100 dBm. Red points are taken with a 1 MHz low-pass filter and green points
are taken with a 20 MHz low-pass filter. The dashed lines extrapolate the data to
SNR =1, from which the minimum integration time <, can be extracted. (c)
Decrease in Ty, with increasing input power, showing saturation due to power
broadening at approximately —100dBm. Reproduced with permission from
Ibberson et al.,, PRX Quantum 2, 020315 (2021). Copyright 2021 Authors, licensed
under a Creative Commons Aftribution (CC BY) License.
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the SNR measured at any value of i, implies a value for T, [Figs.
23(b) and 23(c)], enabling a direct comparison between the measure-
ment time for charge sensors and dispersive readout.

Typically, the effective integration time is given by the integration
time of the digitizer if it is chosen much larger than the intrinsic inte-
gration time associated with the analog demodulation setup. [For short
digitizing times, the intrinsic integration time contributes to iy, and
can be taken into account when analyzing SNR(%in) data.*'%"]

E. Opportunities and challenges

In Sec. V A 2, we discussed how voltage-controlled capacitors can
be used to optimize the impedance matching in situ. However,
semiconductor-based varactors are lossy, degrading the quality factor
of the circuit and, thus, its sensitivity. Another challenge is the small
tuning range at cryogenic temperatures.”'*> To overcome these limita-
tions, we could use varactors based on ferroelectric materials, such as
the lead titanate and barium strontium titanate families of solid solu-
tions. The highly non-linear dielectric permittivity enables control of
the capacitance via an electric field and, at temperatures at which the
material is in its paraelectric state, low dissipation can be achieved.
However, at low temperatures, ferroelectricity affects the tunability
and loss tangent of these varactors. Opportunities are, therefore, open
for the improvement of varactors.

Coplanar waveguide architectures can also benefit from tunable
capacitances. Quantum paraelectric materials, such as SrTiO;, KTaOs,
and CaTiO;, allow for such capability. In these materials, quantum
fluctuations suppress ferroelectricity at low temperatures. In particular,
SrTiO5 has a very high relative permittivity at mK temperatures,'* "
which is tunable using electric fields. A SrTiO; varactor was integrated
in an rf circuit, allowing for perfect impedance matching down to 6
mK."”" Other quantum paraelectrics, such as KTaOs, may reduce
losses further, at the cost of less tunabili'ry.175 Tunable microwave
impedance matching can also be achieved using a coplanar resonator
whose inner conductor contains a high kinetic inductance metamate-
rial, such as a series array of SQUIDS."’***® The matching frequency
of such circuits was demonstrated to be tunable between 4 and 6 GHz.
This approach has not been yet applied to the rf readout of quantum
devices.

A potential avenue for improving the readout of resistive devices
is to design impedance matching networks with a matching resistance
larger than the on-state resistance of the device. In that scenario, by
moving from the overcoupled (high resistance state) to the under-
coupled regime (low resistance state), |AI'| > 1 could be achieved.
Note that |AI'| =1 for the case where the inductive and dielectric
losses are negligible and critical coupling is achieved for the on-state of
the device.

Going beyond varactors, which are essential elements for optimal
readout of resistive devices, dispersive readout of reactive devices will
benefit from further improvements. At the device level, structures with
high lever arm are desirable since they result in higher quantum capac-
itance changes [see Eq. (121)]. Using thin gate oxides or high-k dielec-
trics will facilitate that goal. Also thin layers of material, like thin
silicon-on-insulator or wraparound gates can increase the lever arm
further.

At the resonator level, the directions to go are toward high-
impedance, high-Q, and high-frequency resonators. High-frequency,
high-impedance resonators can be achieved by minimizing the effect
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of parasitic capacitance. Planar circuit elements, either capacitors or
inductors, have less parasitic capacitance than surface mount compo-
nents. On-chip resonators reduce the effect of parasitics further.'”” In
addition, inductive coupling results in even lower total capacitance
than capacitive coupling.'”” High-frequency operation is also favorable
for minimizing back-action due to the reduced thermal photon shot
noise [Eq. (126)]. A potential drawback of operating at higher frequen-
cies is that quantum capacitance effects are governed by charge recon-
figuration due to the high-frequency electric field excitation. If the
characteristic charge tunneling times are comparable or slower that
the probe frequency, the magnitude of the quantum capacitance
change is reduced.'”” To reduce non-radiative losses in the resonator
and, hence, increase the internal quality factor, resonators will need to
be manufactured using superconducting materials on low-loss sub-
strates with high-quality interfaces, such as sapphire or quartz. Even
further advances may be possible by changing paradigm to longitudi-
nal coupling, by modulating the resonator-qubit coupling at the fre-
quency of the resonator, an approach considered to be generally
quantum-limited."””

VI. AMPLIFIERS AND NOISE

In a typical quantum electronic experiment, the signal of interest
is tiny, with the useful information often contained within a total sig-
nal amplitude of 1 4V or less."** Inevitably, this signal is accompanied
by noise. To extract the information, the signal must usually be
increased to a level where it can be analyzed by digital electronics,
which typically operates at logic levels above 1 V. A central challenge
in quantum electronics is to do this with as little noise as possible.
Unfortunately, on top of noise intrinsic to the experimental device,
there are noise contributions (which are often much larger) from the
components of the measurement chain. The topic of this section is
how to quantify and reduce these, in order to minimize the effects of
noise in an experiment.

A. Quantifying noise in an electrical measurement

Suppose we want to measure the voltage being reflected from a
radio-frequency resonator as in Sec. II. The signal that we want to
measure is Vs(t). For example, Fig. 24(a) shows a simulated voltage
trace from a device that is switching regularly between two states.
Instead, we measure something like Fig. 24(b). Our measured signal is

V(t) = Vs(t) + Vn(t). (132)

The second term, which by assumption carries no information about
the signal, is the noise.

To understand the effect of the noise on our experiment, we need
to answer two questions:

1. How should we describe the noise contained in a voltage trace
V(#)? This question is answered in Secs. VI A 1 and VI A 2.

2. What uncertainty will this noise introduce in an estimate of
Vs(t), or of a quantity derived from it? This question is answered
in Sec. VI A 3.

1. Quantifying noise using the spectral density

How should we characterize a noisy voltage trace V(f)? Since on
average the noise is zero, we should quantify the variance. Suppose
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FIG. 24. Simulation of the effect of noise on raw data and on the processed signal. (a) Reflected signal Vs (t) switching regularly between two amplitude levels, as caused by
a device switching between two states. (b) The same signal with added white noise of spectral density Sﬂv =102 \? /Hz, corresponding to a noise temperature of 14.5K.
(c) The corresponding power spectral density Syv(f)/Zo. (d) Upper trace: Signal amplitude Vr(t), defined by Eq. (29) and obtained by demodulating the trace in (a) and
applying a 50 MHz low-pass filter. The shaded regions mark two intervals, each of duration <, during which Vg (t) is averaged in order to determine whether it is high or low.
Each interval begins shortly after the transition, with a short delay to cut out the response time of the filter. Lower trace: the same data, with the filter bandwidth set to 2 MHz
(and vertically shifted for clarity). This filter eliminates most of the noise but means that averaging overlaps with the response time of the filter. It is therefore a bad choice. (ef)
Symbols: Histogram of amplitude measurements obtained from many averages as in (d). Shaded areas: inferred Gaussian contributions from the low and high portions of the
signal. (g) Right axis: Signal-to-noise ratio (SNR) as a function of averaging time iy, extracted from histograms as above. Signal is defined as the spacing between peaks,
noise as the standard deviation. Left axis: Fidelity, defined as the probability of deducing the correct amplitude level based on a single averaging interval. In both cases, sym-
bols are values extracted from the simulation and curves are analytical predictions, using Eq. (139b) for SNR and last equation of Ref. 182 for fidelity. (h) Similar averaged
data as in (e), represented as a two-dimensional histogram over in-phase and quadrature voltages.

that we construct a filter that passes only those components within a
frequency bandwidth By centered at frequency f. The magnitude of the
filtered signal V() depends on which components are passed, i.e., on
how wide we choose B;. We, therefore, quantify it by means of the
one-sided voltage spectral density Syv (f), which in almost all circum-
stances is given by

2
Syv(f) = gfiﬂ)wv (133)
where (-) denotes an expectation value and [-] is a time average. The
voltage spectral density is a measure of how strongly V(#) fluctuates
near frequency f. Its units are V2 /Hz and it can be measured using a
spectrum analyzer. For a precise definition of Sy (f) and instructions
how to calculate it, see supplementary material Sec. S3.

If the signal and the noise are uncorrelated, which is usually the
case, the spectral density can be separated into a signal contribution
S5+ (f) and a noise contribution S, (f),

Syv(f) = Siv(f) + Sty (f)- (134)

We, therefore, describe the noise quantitatively by specifying the noise
spectral density S}, (f), which is the spectral density in the absence of
signal, i.e, when Vg = 0. Generally we want S$,(f) to be large and
S¥(f) to be small.

To allow comparison between measurements, S, is usually
quoted as an input-referred noise, which means that it is based on the
inferred signal V(f) at the input to the first amplifier encountered by
the signal. To calculate the input-referred voltage V(¢) from a voltage
record such as an oscilloscope trace, the recorded voltage should be
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divided by the total gain of the amplifier chain before the recording
device.

2. Other ways to specify noise: Noise power, noise
temperature, and noise quanta

The noise spectral density can be expressed in three equivalent
ways. First, it can be written as a noise power density px(f), which is
the power per unit bandwidth that the noise delivers to a matched load,

SN
(f) = —Vé(f) , (135)
0
where Z, is the input impedance of the measurement circuit. The
power density has units of W/Hz, or equivalently dBm/Hz.
Second, it can be written as a noise temperature

A

(136)

This is the temperature of a fictitious classical resistor'”* with resis-
tance equal to the amplifier’s input impedance, that when connected
to the amplifier would generate a thermal noise spectrum equal to
S (f)-

Third, a noise spectrum is occasionally
ber of noise quanta

179,180
expressed as a num-

px(f) _ kT
hf W

The physical interpretation'* is that a measurement with bandwidth

By detects a noise power equivalent to quanta incident at a rate Ny By.

Nn(f) = (137)

3. Predicting measurement uncertainty; sensitivity

As seen from Fig. 24, the noise voltage V() obscures the signal
Vs(t). In an experiment, we must try to estimate what V(f) would
have been had the noise not been present. To be concrete, suppose the
signal is

Vs(t) = Vi cos(2ntfint). (138)

For example, V,, might take one value if a qubit has state 0 and a dif-
ferent value if the qubit has state 1. After acquiring a voltage record of
duration Ty, which necessarily includes the noise, we want to estimate
Vi by taking the average (if f,, = 0) or a Fourier integral (if f,, # 0).
What error do we expect in this estimate?

To answer this, we must calculate the variance in our estimate
over different random values of the noise. This calculation (see supple-
mentary material Sec. $3 B 1) gives for the expected error, i.e., the stan-
dard deviation in the estimate of V,

N
Swl0) fm =0, (139a)
(V ) 2Tint
g(Vin) =
N
szi(fm) if fnTine > 1. (139b)
int

This is the minimum uncertainty in our estimate of V},,. It is the rea-
son why it is important to suppress the noise spectral density at the
frequency of the signal.
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Because Egs. (139a) and (139b) determine the smallest signal that
can be resolved in a measurement of duration i, 1/Shy (f) is called
the sensitivity of the voltage measurement. In an experiment in which
another quantity X is transduced to a voltage, the sensitivity of the
measurement of X is

Vh = 12—);]\/%(]% (140)

provided that 9X /9V is constant over the range of the noise.

B. The effects of noise

1. How noise appears in different types
of measurement

Let us now see how noise affects the data recorded in a reflectom-
etry experiment, and how this changes when the data are represented
in different ways. Suppose we have a device, for example a qubit,
which changes regularly between two states in such a way that the
reflected signal switches between two amplitudes, ideally as in Fig.
24(a). A more realistic simulation must include noise [Fig. 24(b)].
Here, this is taken as white noise, meaning that S}, ( ) is independent
of fwithin the frequency range to which the experiment is sensitive. In
the time domain, the effect of noise is to increase the scatter of the
data points. In the frequency domain [Fig. 24(c)], the noise appears as
a nearly uniform background in the power density, between the sharp
signal sidebands which contain the useful information.

Our typical task is to deduce the device state based on a segment
of the time trace. As explained in Sec. IT D, we begin by demodulating
the signal and low-pass filtering it to keep only the spectral range of
interest. The top trace in Fig. 24(d) shows the amplitude of such a
demodulated filtered signal. The two levels are barely evident, and
obscured by noise near the carrier frequency that has been shifted
downwards by demodulation and survives the filter. To identify the
device state, the trace is, averaged over an interval 7i,, beginning just
after the switching event.

When the averaged data are plotted as a histogram [Figs. 24(e)
and 24(f)], the two levels become evident. With sufficiently long i,
the distribution separates clearly into two peaks, whose width is set by
Eq. (139b). To assign the device state based on the record from a single
measurement interval, the criterion is obvious: if the average signal is
above the midpoint threshold, the device is in the high-reflection state;
otherwise, it is in the low-reflection state. The probability to assign the
state correctly is called the fidelity'*’ and is plotted in Fig. 24(g).
Increasing the integration time or decreasing the noise allows higher-
fidelity readout. The ability to distinguish the two states can also be
expressed as the amplitude signal-to-noise ratio (SNR), which here is
defined as the ratio between the peak spacing and the standard devia-
tion.'** Once the two histograms become distinct, i.e,, SNR = 2, the
error probability depends exponentially on SNR, meaning that even
small improvements in SNR lead to valuable improvements in the
fidelity.

Sometimes it useful to plot similar data as a two-dimensional his-
togram in the (V1, V) plane [Fig. 24(h)] so that the two device states
appear as two spots. This makes it clear if the phase as well as the
amplitude is changing. In this figure, only the amplitude is varied, so
the two spots lie on the same bearing from the origin.
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2. Sources of noise in realistic circuits

Here are some types of noise encountered in an RF measurement,
how you identify them, and what to do about them."*” Figure 25 illus-
trates how some of them appear in the spectral density. In general, the
system noise is a combination of contributions from the device, the
tank circuit, and the amplifier chain.”’

1. Interference from electronic instruments, power supplies, and
radio transmitters appears as sharp peaks in the spectral density.
It can be minimized by avoiding ground loops, by electromag-
netic shielding, and by measuring at a frequency away from
interference peaks. Often the most insidious interference comes
from low-frequency signals, such as vibrations and power-line
pickup, that create intermodulation sidebands near the carrier
frequency.

2. Pink noise is a generic term for noise that is most intense at low

frequency. Phenomenologically, it is often found that
S¥y(f) o< 1/f. A common cause is charge switchers in the device
being measured. The cure for pink noise is to shift your signal
away from zero frequency by using a carrier frequency above the
relevant frequency band, scanning quickly, and/or making a
lock-in measurement.
Similar effects can also create a pair of spectral wings near the
carrier frequency. These are often called phase noise.'* Again,
the cure is to make your signal vary in a way that puts its fre-
quency components outside the noisy range.

3. Thermal noise is the black-body radiation emitted by any dissi-
pative circuit element. In cryogenic experiments, electromagnetic
thermal noise coming away from the device is rarely a problem;
thermal noise going toward the device must be suppressed with
attenuators, filters, and circulators (Fig. 31). The spectral density
of thermal noise into a matched load is

hfZ
SN = 141
VV(f) ehf/kBT 1 ( )
Carrier Spectrum ] Intermodulation
generator analyzer i sidebands
I
/ Amplifier,
/ noise
L / floor
6 l’
3 /
7} i
8) l’
= | Pink noise
2
7]

Frequency f

FIG. 25. Cartoon showing different contributions to the spectral density in a reflec-
tometry experiment. Left inset: experimental schematic. The device is illuminated
by a carrier tone, and the emitted spectrum is measured. Right inset: Zoom-in near
the carrier frequency. Also shown is a possible spectrum for the signal being mea-
sured. The smaller the overlap of this signal with the noise spectrum, the easier it
will be to identify.
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If hf < kgT, which is often the case, then
SN (f) = ks TZy, (142)

which is where Eq. (136) comes from (but see Ref. 178)

4. Shot noise is broadband noise caused by a current flowing
through a tunnel barrier. The spectral density of this current
noise is given by Eq. (51). This current noise transforms to volt-
age noise at the amplifier input. Being fundamental, shot noise is
generally unavoidable, but it is also usually small.

5. Quantum noise is the result of quantum fluctuations. Under
most conditions, an amplifier’s noise temperature must satisfy
the standard quantum limit (SQL) for continuous measure-
ments, which means'®"'%

Ty > ——. (143)

In electronic experiments, it is very hard to reach this limit, let
alone surpass it. It is discussed further in Sec. VID 1.

6. Amplifier noise is the noise added by the amplifiers. It includes
not only the above-listed effects but also contributions from
other physical processes inside the amplifiers, which are generi-
cally called technical noise. The noise from a commercial RF
amplifier usually varies smoothly with frequency (Fig. 30), lead-
ing to a nearly uniform spectral background which is hard to
evade. In optimized experiments, technical amplifier noise usu-
ally dominates other sources. It can often be mitigated by buying
a good amplifier and cooling it down.

C. Suppressing noise using cryogenic amplifiers

To suppress noise, often the greatest single improvement is to
cool down the primary amplifier. Low temperature suppresses ther-
mal noise and switching noise in semiconducting components. It
also makes it possible to use superconductors. Since quantum elec-
tronic experiments are usually carried out in a dilution refrigerator,
the required cold space is readily available. Virtually all advanced
high-frequency measurements in this field use cryogenic semicon-
ductor amplifiers, and many now use superconducting amplifiers
as well.

1. Amplifier chains

To appreciate the benefit of a cryogenic primary amplifier, we
need to know how the noise of a measurement changes when a
series of amplifiers is cascaded as in Fig. 26. Each amplifier has a
power gain ratio G; and a noise temperature Ty;. Furthermore, we
should take account of losses in the transmission lines leading to
the amplifier inputs, each of which transmits a fraction 1/L; of the
power and is at physical temperature T;. Assuming there are no
impedance mismatches, the entire chain behaves as a single ampli-
fier'" with gain

_ GiG,...
T LiL,...

G

(144)

and noise temperature
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FIG. 26. (a) An amplifier chain, consisting of a series of amplifiers, each with gain
G; and noise temperature Ty;, connected by transmission lines each with loss L;
and at temperature T (b) The corresponding equivalent amplifier, with gain and
noise given by Egs. (144) and (145). If the chain receives a signal power P;, super-
imposed on thermal noise at temperature Ty, it will output signal power Poy
superimposed on thermal noise at temperature Ty oy

L
Ty = [(L1 = )Ty + L Tni] +61[(L2 — 1T, + L, T,
1

LiL,
G1G,

[(Ly — 1)T5 + Ly Txs) - - - . (145)

The first term in each square bracket can usually be neglected,
giving a noise temperature,

LL, LiL,L,

Tn =L Th —T
N 1N1+G1 N2+G1G2

Tnz + . (146)

Since the gains appearing in Eq. (145) are usually much
greater than unity, it is clear that the overall noise is dominated
by the first amplifier in the chain. This is why a low-noise pri-
mary amplifier is so important. Later amplifiers still contribute
noise but to alesser extent. Equation (146) also tells us that transmis-
sion loss before the amplifier should be minimized. This points to
another advantage of cryogenic amplifiers; they can be connected to
the device by a short length of superconducting cable, which has
extremely low loss.

2. Semiconductor amplifiers

Packaged cryogenic semiconductor amplifiers (Fig. 27) are com-
mercially available and easy to use. The active elements are usually
SiGe bipolar junction transistors (BJTs)'®” or InGaAs/InAlAs/InP
high-electron-mobility transistors (HEMTs).'™ Optimum amplifier
design is a trade-off between noise, impedance, and stability. For
example, decreasing transistor size improves the high-frequency
response by increasing the bandwidth but also increases switching
noise. At present, it appears that at microwave frequencies (above
about 4 GHz), HEMTs generally work better. At lower frequencies,
BJTs are often preferred despite a sub-optimal noise temperature
because of their good wideband input impedance matching, which
prevents unwanted standing waves or, even worse, self-oscillations. In
both cases, the amplifier should be mounted at the 4K stage of the
refrigerator.

3. Superconductor amplifiers

The very quietest RF amplifiers are based on superconductors.
The active elements are Josephson junctions. The simplest supercon-
ducting amplifier is the superconducting quantum interference device

REVIEW scitation.org/journal/are

FIG. 27. (a) A cryogenic semiconductor amplifier in its package, intended to be
mounted on the 4K plate of a dilution refrigerator. Typically, SMA connectors are
used as input (IN) and output (OUT) ports, and low-frequency connector pins pro-
vide the dc power supply voltage Vs. (b) Photograph of amplifier circuit board,
which is based on bipolar junction transistors (BJT) and other low-temperature com-
patible surface mount components. (c) Circuit diagram of panel (b). Reproduced
from Weinreb et al., Rev. Sci. Instrum. 80, 044702 (2009) with the permission of
AIP Publishing LLC."*’

(SQUID) amplifier (Fig. 28). This exploits the fact that the critical cur-
rent of a dc SQUID'” depends on the magnetic flux ® enclosed
between its two junctions.”*” When the SQUID is biased above its crit-
ical current, changes in critical current lead to changes in the voltage

Flux tuning

FIG. 28. (a) Working principle of the SQUID microstrip amplifier."* The active ele-
ment is @ SQUID (center) biased by a dc current lyas greater than the critical cur-
rent, which leads to voltage Vot at the output port. When a voltage Vi, is applied at
the amplifier input, it excites a current in the microstrip resonator. This modulates
the flux @ through the SQUID washer, which in turn modulates the critical current
and therefore V. A flux tuning loop adjusts the dc flux to the point of maximum
response. (b) Geometry of washer (blue and green) and microstrip cail (pink), which
is separated from the washer by an insulating layer (not shown). A pair of shunt
resistors, not drawn in the circuit diagram, suppresses hysteresis. (c) Solid curve:
Vout(P) characteristic of an ideal SQUID. The modulation of the flux by the input
signal and its effect on the output are sketched.
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across the terminals. A small flux generated by the input signal, there-
fore, leads to a comparatively large output voltage. To maximize the
oscillating flux, the input coil is usually engineered as a resonator, for
example the microstrip resonator shown in Fig. 28(b).

SQUID amplifiers achieve better sensitivity than semiconductor
amplifiers but are more difficult to operate. The working bandwidth is
small and not easily tunable, because it is set by the properties of the
resonant coil. The power-handling is poor because of the SQUID’s
non-linearity, although this can be mitigated by injecting a cancelation
tone to null out the carrier tone.'”* SQUIDs must also be well-shielded
from magnetic fields, even nominally constant ones such as from
superconducting magnets in the same room. Nevertheless, SQUID
amplifiers hold the record for voltage sensitivity at low RF frequency
(Fig. 30) and have successfully been used for reflectometry.'”*""”

Another type of superconducting amplifier is the Josephson para-
metric amplifier (JPA)'”* '*° To understand the principle of paramet-
ric amplification, consider the LC resonator shown in the inset of Fig.
29(a). The energy stored in the inductor depends quadratically on the
instantaneous current I(¢) [Figs. 29(a) and 29(b)]. Now suppose the
inductance is changed twice per oscillation cycle, being increased
when I(t) is maximal and decreased when I(¢) is zero. The effect is to
increase the stored energy in each repetition, thus amplifying the cur-
rent [Fig. 29(c)]. In practice, the inductance does not need to jump
abruptly but is modulated sinusoidally at twice the resonator fre-
quency as shown in Ref. 197.

Energy E

Current | Current |
(©) (d) F&Pump
5 — — @ — Puin P
Signal L1 -
amplified
lT signal
= Josephson
junction
Time t —

FIG. 29. Parametric amplification. Panels (a) and (b) show energy as a function of
current in an LC resonator, whose circuit is shown in the inset. The state of the res-
onator is indicated by a dot. Twice per cycle, the resonator is switched between its
high-L and low-L condition, so that the current increases under the low-L condition
(a) and decreases under the high-L condition (b). In this way, the energy in the res-
onator increases in each cycle. (c) Sketch showing how L is modulated at twice the
resonance frequency causing the amplitude of / to increase. (d) Simple Josephson
parametric amplifier. The Josephson junction embedded in the LC resonator is a
non-linear element whose effective inductance is modulated by a pump tone. To
operate the amplifier, a circulator feeds the pump and the signal to the resonator
and routes the reflection containing the amplified signal toward a semiconductor
postamplifier.'**
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The simplest implementation of a JPA is shown in Fig. 29(d).
The variable inductance is provided by a Josephson junction, whose
inductance depends on the current according to'”*'"*

h 1
2o \/1- /I

where I, is the critical current.'”” To modulate the inductance, I(f)
should be driven by an intense pump tone. Since L;j(I) is an even func-
tion, pumping at the resonator frequency f ¢ generates the modulation
at 2fi¢ that Fig. 29(c) requires. More complex implementations of the
JPA principle distribute the amplifier’s non-linearity over a series of
junctions. Advanced JPAs, typically working at around 7 GHz, can
reduce all other noise sources to the extent that intrinsic quantum
noise given by Eq. (143) is the dominant remaining contribution.'* In
a reflectometry experiment,'”” a JPA has attained a noise temperature
of ~200 mK at 622 MHz, an order of magnitude better than a semi-
conductor amplifier.

Among the most advanced JPAs are traveling-wave parametric
amplifiers (TWPAs), which replace the single resonator of Fig. 29(d)
by an array of cells through which the signal passes once.””’ As well as
the convenience of operating in transmission instead of reflection,
TWPAs allow good bandwidth and power-handling compared with
reflective JPAs, although fabrication is more difficult and the sensitiv-
ity is so far not quite as good. To our knowledge, no TWPA has yet
been operated below about 4 GHz. The advantages of different kinds
of parametric amplifiers were recently reviewed by Aumentado.'”*

Although JPAs of various kinds now have excellent performance
at microwave frequency and many experiments have operated close to
the bounds set by quantum mechanics, radio-frequency JPAs are less
well-developed. This is illustrated by Fig. 30, which compares the noise
performance of different radio-frequency amplifiers. The quietest
amplifiers in this frequency range are SQUIDs, although both
SQUIDs and JPAs are still some way from the standard quantum
limit.

All cryogenic amplifier chains require careful engineering to
operate with the best performance. Figure 31 shows a typical wiring
scheme.

Li(I) (147)

D. Opportunities and challenges
1. The standard quantum limit

How quiet can an amplifier be? Quantum uncertainty limits the
sensitivity of any continuous measurement, because the back-action
induced at one time disturbs the observable’s state a short time later.
To be precise, for an electromagnetic mode associated with a voltage

V(t) = Vicos(2nft) + Vq sin(2nft), (148)

a measurement of V7 perturbs Vi and vice versa. If an amplifier has
large gain and is phase-preserving, meaning that it is equally sensi-
tive to V; and Vi (which is the usual situation) this imposes a mini-
mum noise given by Eq. (143). This is the standard quantum limit
(SQL).

Most electronic amplifiers work far from this limit. However, if
an experiment is so sensitive that the SQL becomes a problem, then
there is a way to evade it by combining two tricks. The first trick is to
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FIG. 30. Noise temperature as a function of frequency for selected state-of-the-art
amplifiers. Lines are examples of low-noise commercial amplifiers operating near
room temperature and near 4 K. Symbols are superconducting amplifiers operating
in dilution refrigerators. Amplifiers used in a reflectometry configuration are Schupp
et al.'" using a SQUID, and Schaal et al.,'*® using a JPA. Lower-noise amplifiers not
yet used for reflectometry include SQUID amplifiers (Miick et al.””' and Asztalos
et al”") and JPAs (Simbierowicz et al.*") The shaded regions lie beyond the stan-
dard quantum limit [Eq. (143)] and the thermal limit at 10 mK [Eq. (168)]. Reference
178 explains why the thermal limit is not equal to the physical temperature.

make the observable of interest appear in only one quadrature of Eq.
(148). For example, to measure the reflected amplitude as in Fig. 24, the
phase can be defined so that the signal is entirely in the V; quadrature.
The second trick is that the parametric scheme shown in Fig. 29 only
amplifies a signal with the correct phase relative to the pump; the com-
plementary phase is attenuated. By pumping in a way that amplifies only
V1, the observable can therefore be measured with arbitrary precision. In
the (V1, Vq) plane [Fig. 24(h)], the noise spots are squeezed along one
axis at the price of spreading out along the other. Squeezing measure-
ments have been applied for precise measurements of microwave electro-
magnetic fields'*’ and thereby to electron spins””* and superconducting
qubits;””” the same strategy should work for spin qubits.

In a reflectometry experiment, this is possible because the axis of
squeezing can be controlled by the phase between the carrier tone and
the amplifier pump. Remarkably, squeezing sometimes also helps
measure incoherent emission, which has no defined phase. In a mea-
surement without squeezing, the sensitivity to such a signal is maximal
at a cavity resonance but declines for frequencies on either side. By
injecting a squeezed signal into the cavity, the optimum frequency
range can be extended while the optimal sensitivity stays the same.””"
This strategy is, therefore, useful when the possible frequency range of
the target signal is greater than the linewidth of the cavity. It was
invented to search for dark matter, for which the frequency scan range
must be very large.””” The subject of quantum limits on continuous
measurements is an intricate one, reviewed in detail by Clerk et al'®!
There is probably room for future circumventions of the SQL, both by
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applying known schemes in new experiments and by devising even
more ingenious ones.

2. New types of quantum amplifier

The first radio-frequency SET used a cryogenic HEMT amplifier
with a noise temperature of Ty = 10 K at 1.7 GHz, which at the time
was the state of the art.” As shown in Fig. 30, amplifiers have improved
greatly, but there is still room to do better. In the next few years, we
hope that rf superconductor amplifiers become as widely available and
user-friendly as semiconductor amplifiers are today. As well as having
low noise, they will also need to operate across a wide frequency range
and handle comparatively large signals without saturating. This will be
particularly important when measuring many devices using frequency
multiplexing, since the total input power scales with the number of
devices.

As seen from Fig. 30, there is still a need to extend the technology
of quantum-limited microwave amplifiers down to rf frequencies.
However, at the lowest frequencies, the SQL becomes less important
than thermal noise. In a 10 mK dilution refrigerator, thermal noise
overtakes the SQL below 229 MHz. While there is scope for much qui-
eter amplifiers than exist today, there will be no particular benefit from
reaching the SQL at this frequency unless there are equal advances in
ultra-low-temperature electronics.””®

Another need is for quantum-limited amplifiers that can operate
in a magnetic field. In spin quantum computing and for magnetic res-
onance, the device being measured necessarily operates in a field
between a few tens of mT and a few T. Any amplifier based on alu-
mina Josephson junctions must therefore be placed some distance
away, which costs space and sacrifices part of the signal to transmis-
sion losses. Interesting recent approaches that may one day overcome
this problem include TWPAs based on kinetic inductance instead of
Josephson inductance,”” and new Josephson junctions based on
nanowires”'’ and graphene,”'" which can tolerate in-plane magnetic
fields up to 1T. Alternatively, a parametric amplifier could be based
on a different degree of freedom, such as mechanical motion’ or
quantum capacitance.””” Eventually a single resonator, with many
devices embedded within it, might serve as a readout cavity and a
parametric amplifier cavity simultaneously.”"* Such a device would be
the ultimate combination of sensitivity and density in future large-
scale quantum circuits.

VIl. READING OUT MULTIPLE CHANNELS: THE
CHALLENGE OF SCALING UP

Many experiments at the frontier of nanoscale electronics require
fast concurrent impedance measurements, for instance in quantum
computers where the execution of error correcting codes potentially
amounts to the correlated readout of a large number of qubits.
However, addressing this challenge via brute-force duplication of a
measurement setup quickly becomes unwieldy, in terms of the physi-
cal footprint of the duplicate sub-systems, of their power dissipation,
and of unwanted interaction between them.”'” Duplicating all the nec-
essary readout hardware for every parallel measurement is hardly a
scalable approach. Multiplexing readout signals can dramatically
improve the efficiency of these sub-systems by making use of total
available bandwidth or duty cycle in the time domain. For measure-
ments that must be performed simultaneously, frequency multiplexing
is possible but requires a means of generating, amplifying, separating,
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FIG. 31. Right: Typical refrigerator wiring for high-frequency measurements. This setup includes (left to right): Measurement chain using reflection-mode parametric amplifier
(based on Refs. 199 and 331); measurement chain using SQUID amplifier (based on Ref. 197); high-frequency control lines using coaxial cable; quasi-dc control and measure-
ment lines using cryogenic loom. Such a setup can also be operated without superconducting amplifiers by omitting the shaded components. To protect the quantum device
from thermal radiation, all lines are attenuated and/or filtered at various stages inside the refrigerator, and thermally clamped to minimize the heat load on the mixing chamber.
Components drawn below the 10 mK line are in thermal contact with the mixing chamber plate but not necessarily below it. Left: A Triton 200 refrigerator wired in a similar
arrangement. This refrigerator is equipped with a flux-pumped parametric amplifier””* and therefore contains two bias tees (not drawn in the circuit diagram) through which the

amplifier is biased. Selected components are labeled.

and measuring signals across multiple frequencies. Conversely, time-
domain multiplexing can be used for parallel-to-serial translation of
measurement data. Both techniques can be combined™'® to enable
hardware-efficient readout of multiple devices at high frequencies.

A. Frequency multiplexing

The rf reflectometry technique is immediately amenable to the
parallel readout of multiple devices or sensors by encoding each device
with a unique frequency or channel. Such an approach, which is usu-
ally termed frequency division multiplexing (FDM) at rf frequencies or
equivalently, wavelength division multiplexing (WDM) in the optics
and photonics communities, is the mainstay of modern communica-
tion systems. Owing to the orthogonality of signals at different fre-
quencies, the FDM technique enables the transmission of multiple
frequency channels using a single transmission-line and amplification
chain. Here, we review the sub-components that makeup a multi-
channel system and describe how this approach enables efficient
simultaneous readout of a large number of devices, for instance in the
operation of a scaled-up qubit array.

1. Multiplexed resonators

Frequency multiplexing brings several new challenges in the
design of the physical resonator structures used in an rf reflectometry
setup. Most importantly, the footprint of the LC network can become
critical since the signal feedline must branch into parallel lines that
couple to each resonator simultaneously. At the frequency of one reso-
nator the splitting of the feedline creates a “stub” in which a parallel
length of line is terminated with an open circuit, i.e., it is terminated
with an LC network that is off resonance. The stub allows interference
of the standing wave reflected from the off-resonant open end of the
parallel line with the signal feeding the resonator.'’ The phase accu-
mulated by the parallel path, which depends on the length of the line,
modifies the effective impedance of the network since it alters the ratio
of current to voltage. This complication can be accounted for (or even
exploited) in a few-channel system'” but becomes increasingly chal-
lenging to address as the number of resonators and number of stubs is
scaled-up.

A potential solution is to miniaturize the entire network so that
the total path length [ of any section is far smaller than the wavelength
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A of the signal. ™~ A rule of thumb is to set [ < 4/20, ensuring that the
entire network is in the “near-field” regime where the inductive and
capacitive contributions can be considered as lumped elements rather
than a distributed circuit.

Defining the entire network lithographically enables a large num-
ber of resonators and feedlines to be integrated on a chip far smaller
than the signal wavelength (recall, 1 GHz~ 25cm). However, this
requires superconducting materials, since miniaturized planar inductors
made from normal metals, such as copper, have appreciable resistance.
An implementation of the on-chip superconducting approach, includ-
ing both resonators and bias tees, is shown in Fig. 32. It is worth noting
that the use of superconducting materials makes operation in large mag-
netic fields challenging. The need for magnetic field-compatible resona-
tors has motivated recent approaches to mitigate adverse effects, such as
the penetration of flux into the superconductor.”'

A further consideration with frequency multiplexing is that each
resonator must operate at a unique frequency, lifting the freedom to
choose the frequency where sensitivity is maximized. Rather than a
narrowband system where each component has been selected to oper-
ate at a sweet spot, a multiplexed setup requires wideband sensitivity
for the hardware components. In some instances, the underlying
device physics limits the possible operating frequencies. Examples
include limits on tunnel rates or energy scales at which high frequen-
cies lead to back-action. Ultimately, this limits the number of available
channels owing to frequency crowding,'**

Finally, we draw attention to the additional challenges caused by
inductive or capacitive crosstalk between resonators. One challenge is

Reflection (dB)

-5—' W:'

-10] fqg f i
f 4 6 g

15t HEMTS resistive: 1

—all fio' |
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\ — odd

0.8 1.0 1.2 14 16 18
A Frequency (GHz)

FIG. 32. Frequency division multiplexing makes use of a bank of lithographically
defined resonators and bias tees. Here, the resonators are lumped-element circuits
fabricated using niobium superconductor on a sapphire substrate. The frequency-
domain response of the resonators is shown on the right, using HEMT devices
(shown lower right) as resistors to modulate the Q-factor of each resonator.
Reproduced from Hornibrook et al., Appl. Phys. Lett. 104, 103108 (2014) with the
permission of AIP Publishing LLC."*
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that nearby resonators can shift each other’s frequencies, necessitating
careful design of the entire network. A second challenge is that an exci-
tation applied to one resonator can leak to another resonator at a
nearby frequency. One mitigation is to design nearby resonators to
have well-separated frequencies (ie., allowing a guard band between
their resonances). Another is to include on-chip ground planes and
grounding rings. Fortunately, such approaches are already widely used
in the rf integrated circuit community.

2. Heterodyne techniques for frequency multiplexing

Heterodyne detection is yet another mitigation strategy, where
the up- and downconversion process has a character inherently ame-
nable to multiplexing. The process can proceed as follows: utilizing the
notation of Sec. II, where we have already discussed the principle of
heterodyne detection, where the signal is demodulated using fio # fin
the input signal frequency. This results in two signals at frequencies
Jout — fro and four + fio, where the second term is usually filtered out.

In the case of modulation, or upconversion, we mix a local oscil-
lator signal cos(wiot) and its quarter-phase shifted copy —sin(wiot)
with a the modulating signals I: (t) = Il cos(w;t) and Qi (t)
= Q! sin(w;t), respectively [for our purposes, we consider a signal
from an arbitrary waveform generator (AWG)] and add them to form
the input signal”"’

Vin(t) = cos [(wro + w;)t + @] (149)

at the up-converted angular frequency wro + ; (Fig. 33). We ignore
here the amplitude of the wave to focus on the frequency conversion.
This can be trivially extended to multiple frequencies, by asking the
AWG to output modulation signals of the form w;, w,, and so on,
such that we arrive at the desired number of upconverted frequencies,
for example, for N qubits.

In the reverse process, during readout at multiple frequencies, the
reflected signal

Vout(t) = cos [(wro + @i)t + ¢] (150)

is mixed with the LO signal of frequency ;o and phase o for demod-
ulation or downconversion. This gives two outputs I’;(¢) and Qi.(t)
for the two quadratures.”’” We can represent these two signal as the
real and imaginary parts of the complex signal

LO

N4

HOR 3 RN

FIG. 33. Up and downconversion using /Q mixers.”'® A radio frequency signal from
a local oscillator LO is mixed with two waveforms /; (t) and Q@ (t) generated by an
Arbitrary Waveform Generation (AWG) for each multiplexed frequency i to obtain a
signal Vin(t). The output signal Vou(t) is then down converted back with the
reversed process resulting in two signals /i and Qj at each multiplexed frequency
that are digitalized using a field-programmable gate array (FPGA).
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Vig' () = el tt=0) (151)
() = SRe[Vi (0], Ql) =3Im[Vi ()], (152)

This process, therefore, now results in the original w; term, which now
carries the amplitude and phase information stemming from the phys-
ical phenomena we are measuring, for that particular subsystem,
excited at that w;, by the AWG. Both the up- and downconversion
process can be repeated for an arbitrary number of ;, mixed into the
same signal.

Readout of such a mixed signal, which resides at ; and not at
DG, is typically accomplished via numerical post-processing, on-board
on a field-programmable gate array (FPGA).”"” The reflected and
downconverted I'(t) and Q'(t), which contain ; components, are
numerically mixed with the relevant w;, which results in the I and Q'
information of each ; signal. For a particular o, this is done by mul-
tiplying the complex signal by e~

lei(t)efi(”t = IfF(t) cos(w;t) + QiF(t) sin(w;t)
+i[fIfF(t) sin(w;t) + QiF(t) cos(wit)], (153)

and integrating, as follows:
I'="I(t) cos(wit) + > Qip(t) sin(wit), (154)
Q= Z QiF(t) cos(w;t) — ZI{F(t) sin(w;t), (155)

where consecutive samples # are digitally summed by the FPGA to
remove the 2m; components. The above equation means that four
integrals have to be performed numerically to find the result in the IQ
plane. In practice, the same lookup table can be used to generate only
two signals, a sine and a cosine, by offsetting the lookup by a quarter
cycle in the table. These can then quickly be multiplied and summed
with the signal to give the result, for each of our ;.

3. Constraints on amplifiers and related components

Most cryogenic amplifiers used in rf reflectometry are designed
to minimize the noise, maximize the gain, and achieve reasonable
impedance matching. Optimizing all three parameters is difficult
across a wide bandwidth. Semiconductor amplifiers that leverage feed-
back, for instance those based on SiGe transistors (see Sec. V1), achieve
wideband operation at the price of increased noise from the feedback
resistor. In comparison, amplifiers based on high electron mobility
transistors (HEMTSs) are typically configured to be open-loop and
“noise matched,” i.e., the LC networks on the input and output of the
transistor present an impedance that achieves the lowest noise and rea-
sonable match. This is usually only possible across a narrow band.
Frequency multiplexing is, thus, challenging for measurement setups
that also require the lowest noise since encoding multiple parallel read-
out channels as a “comb” of frequencies is inherently wideband.
Potentially, this limitation may be overcome by making use of wide-
band superconducting amplifiers, such as the traveling wave paramet-
ric amplifiers, discussed in Sec. V1.

Beyond the bandwidth requirements, FDM brings two additional
challenges for the amplification chain. First, the total power of signals
at all frequency tones must be considered. If a system is to support ten
frequency channels, for instance, then the amplifier compression

scitation.org/journal/are

power must support an input power that is 10 times higher than for a
single channel. Second, non-linearities in the transfer characteristics of
the readout chain can lead to intermodular distortion in which signals
at different frequencies are mixed (multiplied) to produce new fre-
quency components, often overlapping other channels.

It is also worth mentioning the challenges associated with broad-
band transmission. Although cryogenic measurement setups are usu-
ally configured with substantial microwave filtering and attenuation to
block radiation, FDM requires wideband transmission in order to
accommodate all channels. Thus, experiments requiring the lowest
electron temperature can be particularly difficult to combine with
wideband frequency multiplexing readout.

4. Digital approaches to signal generation
and acquisition

A key motivation for frequency division multiplexing is its poten-
tial to alleviate the burden posed by brute-force duplication of readout
hardware. Although a single amplification chain can handle multiple
frequency channels, demodulation hardware is still needed to create
the baseband signals from which the device states are inferred.
Conventional demodulation requires a separate frequency generator
for each channel, as well as mixers, directional couplers, splitters,
attenuators, and filters (see Fig. 34). Using analog hardware for this
purpose is cumbersome when the setup requires even a handful of fre-
quency tones and quickly becomes unworkable for the large channel
counts needed for scalable quantum computing. (Fig. 34 shows the
analog hardware required for demodulating four frequency channels.)

Modern high-speed data converters and digital signal processing
(DSP) can dramatically improve hardware efficiency when generating
and detecting large numbers of frequency tones. Common approaches
make use of a digital-to-analog converter (DAC) and an analog-to-
digital converter (ADC), integrated with an FPGA that is accessible via
a high-speed bus (such as the widely used PCle platform).

This digital architecture first synthesizes a comb of frequencies in
the digital domain, encoding frequency, phase, and amplitude of each
tone. A wideband DAC then takes this stream of bits as input and gen-
erates the analog tones for transmission in a technique termed direct
digital synthesis (DDS). On the receiver side, the collection of tones
are amplified and then sampled at giga-sample per second clock rates
using a wideband ADC. The digital output bit stream from the ADC
generally feeds a bank of digital filters implemented in the FPGA,
essentially performing a discrete Fourier transform. The platform
writes to memory changes in amplitude and phase of carrier tones, ref-
erenced to the transmit signals generated via DDS. Adding or config-
uring new frequency tones is straightforward using a digital
architecture for demodulation, in so far as the FPGA contains suffi-
cient logic gates (and clock rate).

Finally, we note that hybrid digital and analog architectures are
now in widespread use. High-speed digitizers (ADCs) paired with ana-
log mixers or frequency sources are particularly common.

B. Time-division multiplexing

For many applications, the need for truly simultaneous measure-
ments can be relaxed so that readout hardware can be used efficiently,
switching between multiple devices sequentially or in an interleaved

ey . o .
manner.””’*** The potential to share readout resources in this way is
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FIG. 34. A typical modulation/demodulation setup built from analog components to enable frequency-multiplexed readout, here for the simultaneous readout of four spin qubits.*®
(a) Schematic of the circuit layout. (b) Legend of specific components. (c) Photograph of the circuit layout. SMA cable “Rx” provides the undermodulated RF signals from the cryo-
stat to an amplifier, before the signal is divided into four paths, each with its own filtering (LPF, HPF) and mixing with a local tone. Local tones (provided via directional couplers)
carry the same frequency as the carriers (homodyne detection), thereby resulting in four dc signals that are detected by four independent channels of the digitizer (ATS9440).
Reproduced with permission from Fedele et al., PRX Quantum 2, 040306 (2021). Copyright 2021 Authors, licensed under a Creative Commons Attribution (CC BY) License.

generally referred to as time-division multiplexing (TDM). Such
schemes can be configured so that a subset of devices (or qubits) are
being measured while others are being manipulated or prepared. In
general, however, measurement is usually the slowest task.

Switches for implementing TDM are also not easy to come by.
They need to operate at deep cryogenic temperatures, usually at the
same temperature as the quantum devices (=100 mK), dissipating
microwatts of power or less. For readout applications, such switches
must also have extremely low insertion loss, since attenuation
before the first stage amplifier degrades the SNR. A further require-
ment is a large on-off ratio (or isolation), which is important to
minimize crosstalk. Finally, the impedance of the switch is critically
important.

Wide-band switches can be inserted in the readout chain in two
places, depending on their attributes. For impedance-matched
switches that have low insertion loss in the on-state, it is possible to
build switching networks that select distinct LC resonators for the
readout of a targeted device.

An alternative and more scalable approach is to “recycle” the res-
onator by using the switch to connect it to each measured device in
turn.””” This approach can dramatically reduce the footprint, since a
single resonator structure reads out many devices. For such a configu-
ration to be useful, however, the switch should add minimal capaci-
tance so as not to load the resonator.

C. A look ahead: Limits to multiplexing approaches

Multiplexing techniques provide a means to efficiently use all the
available bandwidth or available time window to carry readout signals

from multiple quantum devices and are key to the scale-up of quan-
tum computing. However, it remains an open question how far these
techniques can be extended and what new developments will be
needed to enable parallel readout of millions of qubits. Next we discuss
some of the likely constraints to scale-up and identify areas where new
work is needed.

We earlier discussed the requirements for low-noise amplifiers.
Here, we extend our discussion to include the entire readout chain. A
scaled-up readout system must have ultra-wide bandwidth while pre-
serving the noise, linearity, and power-handling capabilities of the
state-of-the-art single-channel systems. To estimate some rough band-
width requirements, we note that applications of fast reflectometry
typically require single-channel bandwidths of order a few MHz.
Considering resonators constructed from lumped elements, a reason-
able estimate is that 100 channels might occupy a total system band-
width of 2 GHz, including frequency guard bands to suppress crosstalk.

In addition to the cryo-amplifiers, this estimate suggests that
non-reciprocal elements such as circulators or isolators must also
exhibit wideband performance. Traditionally, non-reciprocal elements
are implemented using interference of microwave signals confined to
bulky ferrite resonators, a mechanism that is inherently narrowband.
Alternative means of realizing non-reciprocity””>**® will likely be
required to enable scale-up of frequency multiplexing.

With the need for each quantum device to be paired with a reso-
nator operating at a particular frequency, the physical dimensions of
the resonators also pose a challenge to scale-up. As is well known from
the development of monolithic microwave ICs, creating large induc-
tors on a chip is difficult due to the significant loop areas required.
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For quantum applications, however, the use of cryogenic temperatures
opens the prospect of leveraging the kinetic inductance associated with
superconductors to create small-footprint inductors. Indeed, this is a
well-established technique in the astronomy community.””’

Finally, we draw attention to requirements of the digital demodu-
lation platform in a scaled-up system. Already, implementing the real-
time digital synthesis and filtering sub-blocks of a handful of carriers
requires some of the largest FPGAs available commercially. Likely,
both the required algorithms and hardware can be optimized (effec-
tively implementing the demodulation of highly multiplexed signals
using optimized ASICs). Improvements in the performance of DACs
and ADCs are also vital to enable multiplexed readout at scale. Again,
the noise, linearity, and power-handling capability are key parameters
that determine the suitability of data converters for readout applica-
tions. Recently, there have been several demonstrations of integrated
circuitsyghat provide a compact alternative to distributed readout
chains.”****

VIIl. SPIN QUBITS

A leading application of radio-frequency reflectometry for quan-
tum information processing is readout of spin qubits in QDs.
Semiconducting spin qubits comprise different qubit encodings (most
commonly single-spin single-dot,”” singlet-triplet double-dot,” and
exchange-only triple-dot encodings™’) and implementations in various
semiconducting materials (most prominently GaAs, Si, and Ge struc-
tures). A recent review of spin qubits is given by Ref. 231, whereas
details of GaAs and silicon spin qubits were previously reviewed in
Refs. 34 and 232-234, respectively. In the following, we explain the
main rf techniques (Sec. VIII A) to detect spin in QDs, how to perform
and interpret single-shot readout (Sec. VIIIB), and we highlight the
state-of-the-art experiments involving high-frequency singlet-triplet
measurements (Sec. VIII C).

A. rf readout of spin qubit

The first step to reading out a spin qubit is to create an electrical
signal that depends on the qubit state. The most common way to do it
relies on spin-dependent tunneling mechanisms known as spin-to-
charge conversion.”"”>**” The qubit state can then be deduced either
from the measurement of a charge sensor or by dispersive readout.

1. Qubit readout using a charge sensor

Figure 35 shows two main mechanisms for accomplishing spin-
to-charge conversion, which rely, respectively, on energy-selective and
on spin-selective tunneling. In both cases, the information about the
spin is correlated with a specific charge-tunneling event or a static dot
charge occupation that can be detected using a nearby charge sensor.

To perform energy selective spin readout, or Zeeman readout,”’
the {1, | }-spin states of a charge confined in a QD are separated in
energy using a large magnetic field, and the QD potential is tuned
such that only spin-| electrons are allowed to tunnel off the QD,
whereas spin-1 electrons will remain confined within the QD potential
[Fig. 35(a)]. Due the large energy separation between the two spin-
states, when a tunneling event occurs the charge in the QD is quickly
replaced by a charge with the opposite spin. A fast charge sensor can
therefore detect the interval between these two tunneling events during
which the QD is empty and thereby identify the initial spin state.
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FIG. 35. Schemes for spin-to-charge conversion. (a) Single-spin readout using a
charge sensor. In a magnetic field, the spin levels in a QD are separated by
Zeeman energy E;. (This figure is drawn assuming a negative g-factor, as in
GaAs.) If these two levels straddle the Fermi level in a nearby lead, the higher-
energy state can decay by electron tunneling. This gives rise to a transient change
in the electric field seen by the sensor and therefore in its resistance. (b) Singlet-
triplet readout using a charge sensor. For two electrons in the same dot, there is a
splitting dst between the singlet and triplet levels. In a DQD with the level alignment
shown, a singlet spin state therefore favors a (02) charge occupation while a friplet
state favors (11). These two configurations are distinguished by the sensor.

Although conceptually simple, this readout method presents
some challenges. First, it requires the energy splitting of the spin states
to be larger than the electron thermal energy, which demands low
temperatures and large magnetic fields. Second, the precise tuning of
the QD energy levels can be very sensitive to charge noise and fluctua-
tions of the dot-electrostatic potential. However, as demonstrated by
Ref. 236, if the tunneling rates of the two spin states with the electron
reservoir are very different, both these conditions can be relaxed result-
ing in a more robust readout-mechanism.

Another popular method for spin-to-charge conversion, typically
used in DQD systems, uses current rectification due to Pauli spin
blockade [Fig. 35(b)]. Consider two electrons confined in a DQD. The
combination of two-particle charge and spin degrees of freedom can
be classified, respectively, as separated and joint singlets, S(11) and
$(02), and separated and joint triplets, T(11) and T(02). The latter two
each has a degeneracy of three which is broken by a magnetic field.
Pauli selection rules forbid the existence of two fermions with the
same quantum numbers, forcing the second electron to a higher
orbital state in the T(02) configuration which is separated from S(02)
by an energy dsr.””” On the other hand, S(11) and T(11) are quasi-
degenerate since the spatial separation of the participant spins results
in a vanishing small dgr.

Because Pauli exclusion raises the energy of the T(02) state com-
pared to the T(11) and S(11) states, spin conservation requires the T(11)
state to remain blocked while the singlet S(11) is allowed to tunnel to
the state S(02). A charge sensor can then detect the difference between
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these two static charge configurations, either T(11) or S(02). Note how
the spin state is now correlated with the charge configuration.

2. Dispersive qubit readout

Spin readout via Pauli spin blockade can also be measured dis-
persively without a charge sensor. In this case, the DQD is configured
so that the S(11) and S(02) configurations are degenerate [Fig. 36(a)],
with the weighting of these two configurations depending on the elec-
tric field. As long as the singlet (triplet) coupling Ag(y < dst the sys-
tem is free to tunnel between the S(11) and S(02) charge states,
whereas a system in the T(11) cannot tunnel to the T(02) state unless
extra energy is provided.

As we saw in Sec. IV C, a double quantum dot presents a quan-
tum capacitance

2dP,

Co = (e ) —= 156
Q= (ex)" =, (156)
Triplet

Double dot
Coupling
RF ground electrode
electrode
Dot1 Dot2 Dot1 Dot2
b S(02) T (11) S(11)
T°(11)
>
= THIT)
(3]
j =
w
S
kel
Q2
S(11) S(02) poy
o
1) %
-0.2 0 0.2

Detunmg € (meV) Detuning € (meV)

FIG. 36. Dispersive singlet-triplet readout. (a) Energy diagram of the four charge-
spin configurations of two electrons in a DQD at B=0. The brackets (left, right)
give the charge occupation of each QD for each state. The green arrows symbolize
the tunneling between the singlet states. The polarizability of a DQD depends on
whether a charge can tunnel in response to a small electric field. With the level
alignment shown, this only happens for the singlet state. This gives rise to a spin-
dependent admittance across the DQD, which can be measured using an rf resona-
tor attached to a coupling electrode (sketched on the right). (b) Top: Energy levels
of the two-electron configurations as a function of detuning ¢ (top). The magnetic
field separates the three triplet states T~ (11), T°(11), and T+ (11) [We ignore the
higher-energy T(02) states for simplicity.]. Bottom: Corresponding quantum capaci-
tance Cq. The quantum capacitances of T~ (11), T°(11), and T+(11) overlap. (c)
Dispersive measurement of a double quantum dot in Pauli spin blockade as a func-
tion of detuning & and magnetic field B.*” The dashed line indicates the degeneracy
of the lowest energy singlet and triplet states. Reproduced with permission from
House et al., Nat. Commun. 6, 8848 (2015). Copyright 2015 Authors, licensed
under a Creative Commons Attribution (CC BY) License.
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which depends on how the charge distribution among QDs reacts to a
change in detuning induced by the rf signal. Hence, tunneling between
singlets manifests itself as a quantum capacitance, allowing these the
singlet and triplet spin configurations to be distinguished. In Fig.
36(b), we plot the two-electron spectrum as a function of detuning.
The plot includes the singlet eigenenergies [Eq. (81)] and the
uncoupled triplet energies Erg = ¢/2, Er+ = ¢/2 * gupB, where up
is the Bohr magneton, g is the electron g-factor, and B is the external
magnetic field. In the low temperature limit, Eq. (156) can be conve-
niently generalized t,'"’

21— E;
. 9e2 "
1

Cq = —(e) (157)

where E; and P; are the eigenenergies and their occupation probabili-
ties, respectively. As we see, at zero detuning, the singlet ground (S—)
and excited states (S+) present a quantum capacitance

Coe = = @) (158)
QS+ — — 2AS )

whereas the triplets have zero quantum capacitance. The difference in
quantum capacitance can be determined using reflectometry when the
system is biased at zero detuning. At B=0 T, the overall ground state
is a singlet ground state and electrons are free to tunnel between the
S(11) and S(02) states, resulting in a net phase shift of the resonator,
see Fig. 36(c). For magnetic fields gupB > Ag/2, T~ (11) becomes the
ground state and the phase shift tends to zero. The signal vanishes
asymmetrically from the (11) side tracking the position in ¢ — B space
of the singlet-triplet crossing.

In situ dispersive spin readout has been achieved in double quan-
tum dots in InAs,”*® GaAs,”" and Si."'*'*>***?*0 Burthermore, dispersive
Pauli spin blockade has been used for single-shot spin readout.'"'**'*

B. Single-shot readout

Fault-tolerant quantum computing requires the state of individual
qubits to be readout in single-shot mode, meaning that the state of a sin-
gle qubit, ie, 0 or 1, must be determined from one iteration of the mea-
surement. For error-correction to be scalable, the fidelity of this process,
i.e,, the probability to correctly identify the qubit state, must be well above
a threshold determined by the error-correction protocol.” The acceptable
error rate for measurements (so-called “class-1 errors™) depends on the
fidelity of other gate operations but is likely to be around 0.1%, meaning
that fast readout needs to attain a fidelity of 99.9% or better.
Furthermore, this process should happen within a single repetition time
of the error-correction cycle, which means within the qubit coherence
time. This is one of the most demanding and important applications of
fast readout and requires sufficient sensitivity to detect a small signal and
sufficient bandwidth to respond within the qubit coherence time.

Unfortunately, the short relaxation lifetime T; of the state being
measured often makes single-shot measurements challenging, and if the
signal-to-noise ratio is too small, the state cannot accurately be deter-
mined within this time. Electron spin lifetimes can be greater than 1 sin
gate-defined quantum dots™*'*" or 30s in donor-based deVlces " but
are typically of the order of 1 ms or less in qubit devices."'""'***>!%

An example of a single-shot spin qubit measurement is shown
in Fig. 37.”" The qubit in this case is a singlet-triplet qubit”” measured
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FIG. 37. (a) Series of single-shot measurements of a spin qubit. The unshaded por-
tion of each cycle marks the interval during which a spin superposition is generated
and projectively converted to a charge state; the shaded portion marks when the
qubit is measured. Top: Detuning ¢ as a function of time. The cycle shown gener-
ates an approximately equal mixture of the two states. Middle: Level of the illumina-
tion signal. Bottom: Demodulated reflected signal Vj. Each iteration is identified as
singlet S or triplet T depending whether the average level is below or above the
threshold V7. The integration time iy is adjusted up to a maximum value z}*. (b)
Histogram of average readout signal for different choices of ziy. Here, N(V;) is the
number of counts in each bin of the histogram. The purple line at i,y = 1.5 us
marks a choice for which the two states are insufficiently distinct; the green line at
Tint = 15 us marks a choice for which decay from T to S has significantly degraded
the fidelity. (c) Histogram at 7y = 7 us [black line in (b)], for which the fidelity is
maximal. Reproduced with permission from Barthel et al., Phys. Rev. Lett. 103,
160503 (2009). Copyright 2009 American Physical Society.

using an rf-QPC charge sensor in the scheme of Fig. 35(b). The qubit
is controlled by rapidly adjusting the detuning &(¢) in a cycle that gen-
erates an approximately equal mixture of the two states [Fig. 37(a)].
To read out the state at the end of each cycle, ¢ is held constant and
the illumination tone Vj, is turned on. This leads to a demodulated
signal Vi(t), whose average value during the readout step is low or
high depending which state was generated.

The optimum integration time tiy is long enough to minimize
electrical noise but short enough that the qubit usually has not decayed
during the measurement. Figure 37(b) illustrates this trade-off by plot-
ting a histogram of averaged V; values for different choices of Tiy.
Similar to Figs. 24(e) and 24(f), the distribution shows two peaks at
Vie! and Vi® corresponding to the two qubit states, with each becom-
ing narrower as the integration time increases. However, unlike in Fig.
24, the two peaks do not have equal weighting; the right-hand peak
becomes weaker as T states are given more time to decay, leading
them to be misidentified as S.

The optimum value of 7;y is chosen by maximizing the fidelity
[see the first equation of Ref. 181]

y57+77 (159)
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where Fs and Fr are the fidelity associated with identifying with suc-
cess the S or T states, respectively. It leads to the histogram in Fig.
37(c). Typically, a threshold voltage V7 is chosen between the two
peaks, with outcomes below threshold interpreted as S and outcomes
above threshold as T. Fs and Fr are
00 Vr
Fs =1- J ns(V)dV, FT =1- J I’lT(V)dV, (160)

Vr —00
where ng and nr are, respectively, the singlet and triplet probability
density. Here, ng can modeled as a noise-broadened Gaussian’' with
standard deviation ¢ and centered on Vi®

VEviehH? 1

ns(Vie) = (1 — (Pr))e 27 oo

where (Pr) is the Triplet probability over all the experiment. The
Triplet outcomes nt, need to take into account relaxation during Tiy

(161)

Tint Vig—vie")? 1

ny(Vig) = e T (Prye 22
1(Vir) (Pr) N

VT
Vie Tint <P’1‘> v (vp-v? dV

e e Mr Tieg T2 —— (162)
ves T1 AVig

V27ro’

where AVH: = VIFT — VH:S.

In this experiment with a qubit relaxation time T} = 34 us, the
maximum fidelity is # =~ 95% for 7y, = 7 us. Experiments since then
have reached higher values (see supplementary material Table SI). The
optimum strategy for identifying the qubit state from the voltage
record, which is more sophisticated than the simple average used in
Fig. 37, is discussed in supplementary material Sec. S3 B 4. Currently,
the record fidelity for reading out a singlet-triplet qubit is 99.86%, "
or 99.5% in a short array.””

Single-shot measurements of a single spin using energy-selective
readout require a different fidelity analysis. For energy-selective read-
out, charge sensors are necessary. The experiment needs to detect the
reflected voltage signal (or current if dc charge sensors are used)
occurring between the two charge-tunneling events in Fig. 35(a). The
bandwidth needs to be sufficiently large to resolve the transient during
which the electron resides outside the QD. The important parameters
are, therefore, the tunneling in and out times, the integration time per
point, the relaxation time, and the voltage threshold to define whether
a measurement outcome is called a spin up or down. The optimization
of these parameters and the evaluation of the corresponding readout
fidelity are now commonly performed using Monte Carlo simula-
tions.”*’ Currently, the highest fidelity reported for single-spin qubits
usinilenergy—selective readout is 99.8 % in 65 ms for a p-donor in sili-

con,” and 97% in 1.5 us using an rf-SET.”**

C. Examples of state-of-the art experiments
1. Readout of four qubits with charge sensors

While in-state-of-the-art silicon devices most qubits are operated
one at a time, GaAs devices have recently allowed the simultaneous
operation (and readout) of up to four singlet-triplet qubits.”® The
device shown in Fig. 38(a) employs a multi-electron coupler (elon-
gated QD highlighted in green) to space four DQDs sufficiently far
apart to allow individual qubit manipulation with minimal crosstalk
between electrodes. Each DQD implements one singlet-triplet qubit,
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FIG. 38. (a) Four singlet-triplet qubits (red double dots) with proximal sensor dots
(blue dots) implemented in a GaAs heterostructure, allowing simultaneous four-
qubit operation and four-qubit single-shot readout via frequency multiplexing using
a commercial PCB sample holder system.”” (b) Each charge sensor is wirebonded
to a tank circuit with unique resonance frequency, allowing simultaneous readout of
all four sensors (S1-S4) via frequency multiplexing. (c) Simultaneous exchange
rotations of all four qubits induced by suitable detuning pulses (not shown). Each
data point represents the average of many single-shot outcomes obtained for each
qubit. Reproduced with permission from Fedele et al., PRX Quantum 2, 040306
(2021). Copyright 2021 Authors, licensed under a Creative Commons Attribution
(CC BY) License.

with proximal charge sensing QDs that are read out simultaneously by
frequency multiplexed reflectometry. (The high-frequency PCB sam-
ple holder for this experiment is commercially available from
QDevil.”**) In this experiment, one contact lead of each sensor is wire-
bonded to an SMD resonator (with a unique inductance) on the PCB
sample holder, and all four resonators are capacitively coupled to one
reflectometry channel of the cryostat. The measured reflectometry sig-
nal [Fig. 38(b)] shows four dips sufficiently spaced in frequency to
allow qubit-resolved single-shot readout using separate carrier signals
injected via the same line. This work demonstrates not only that all
four qubits can be rotated simultaneously with similar speed [Fig. 38(c)
shows a 7 rotation within 15ns] but also that all four qubits can be
readout in single-shot mode simultaneously [in Fig. 38(e), each data
point is an average of 512 single-shot outcomes].

The ability to combine time-domain and frequency-domain mul-
tiplexing means that reflectometry will likely continue to play an
important readout tool as qubit devices are scaled to 100-qubit pro-
cessors or even beyond 1000 qubits.

2. Spin readout with superconducting on-chip
microwave resonators

In Fig. 39(a), a silicon DQD is capacitively coupled to a 5.7-GHz
on-chip superconducting resonator that is capacitively coupled to
transmission line.'”” Transmission measurements S,; can distinguish
singlet and triplet states with high sensitivity and temporal response,
as exemplified by several single-shot readout traces in Fig. 39(b). In
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FIG. 39. (a) A silicon double quantum dot (dashed white circles) is capacitively cou-
pled to an on-chip superconducting resonator (shown here as a series of LC ele-
ments), which is monitored via a transmission line. Detuning pulses applied to LP
and RP configure the double dot in its readout position where the charge associ-
ated with spin-singlet states can tunnel while spin-triplet states are Pauli blocked.
(b) The tunnel and dispersive capacitance associated with the singlet state yield an
enhancement of the transmission amplitude |Sy1|, corresponding to a single-shot
readout fidelity >98% in 6 us. Reproduced with permission from Zheng et al., Nat.
Nanotechnol. 14, 742746 (2019). Copyright 2019 Springer Nature.

this experiment, a random spin configuration is repeatedly initialized
and measured after 50 us. Singlet and triplet states are then distin-
guished by a different response in the resonator transmission. In the
top panel, blue pixels are associated with triplet statesand yellow pix-
els are associated with singlet states. Two individual linecuts in the
bottom panel illustrate the difference in the resonator response. In
this example, the resonator quality factor (2600) yields a maximum
bandwidth of 2 MHz. In conjunction with an estimated spin relaxa-
tion time of 0.16 ms, this allowed single-shot readout of the two-
electron spin state with an average fidelity of >98% with an integra-
tion time of 6 ys.

Because the carrier frequency of 5.7 GHz exceeds the interdot
tunnel coupling (2 GHz), the system is not in the adiabatic limit during
readout, i.e., in addition to the quantum capacitance associated with
the curvature of the dispersion relation, there are significant contribu-
tions from the tunneling capacitance. See Refs. 246 and 247 to under-
stand the coupling between the spin of the electrons in the DQDs and
the photons in the resonator.

IX. RAPID DETECTION OF IMPORTANT QUANTUM
PHENOMENA

So far, our examples have focused on the technical aspects of
high-frequency reflectometry and were chosen to illustrate important
variations and optimizations rather than the breadth of physical
insights that can be gained with this technique. In this section, we
describe different condensed-matter experiments that have already
benefited from this powerful measurement tool. Our selection is by no
means exhaustive and intends to inspire new applications in diverse
subject areas.

A. Noise-protected superconducting qubits

The coupling between superconducting qubits and superconduct-
ing microwave resonators plays a key role in current quantum process-
ors for enabling coherent two-qubit gates and efficient qubit readout.

Appl. Phys. Rev. 10, 021305 (2023); doi: 10.1063/5.0088229
© Author(s) 2023

10, 021305-42

1pd'6228800°G L~ S0E120/v7829691/6228800°G/S901 01/10p/spd-sjone/ide/die/Bio-die°sqndj/:dyy woy pepeojumoq


https://scitation.org/journal/are

Applied Physics Reviews

A key challenge is maintaining high control and readout fidelities while
increasing the number of qubits. As an alternative to conventional
superconducting qubits (such as Xmons, transmons, etc.”*”) new
superconducting circuits are being studied that combine inductors,
capacitors, and Josephson junctions in such a way that the resulting
two-level system is more robust to environmental noise. The reduced
error rates associated with such qubits may then possibly simplify the
scaling toward larger qubit arrays. The key idea behind such noise-
protected superconducting qubits is to simultaneously suppress qubit
relaxation and qubit dephasing by creating special symmetries in the
effective circuit (“error-correction by hardware engineering”).”*’ ***
For qubits protected by the topologies of the underlying system
Hamiltonian, see Sec. IX B on Majorana qubits. The hope of error-
correction on the hardware level is to eventually engineer circuits com-
prising frustrated chains of Josephson junctions”"*”* such that not
only quantum memory is protected but also gate operations.”**”

To achieve a good quantum memory, both bit-flip errors (qubit
relaxation) and phase errors (qubit dephasing) need to be suppressed.
While energy relaxation can be suppressed by decreasing the wave-
function overlap between the two qubit states (for example by localiz-
ing qubit states in distinct minima of the qubit potential, as in the
“heavy fluxonium” qubit”*®) and dephasing can be exponentially sup-
pressed by delocalizing the qubit wavefunction (for example in charge
space, as in the “transmon” qubit””") the simultaneous suppression of
both errors requires more complicated “few-body” systems such as the
0-7 qubit.””” In such qubits, multiple Josephson junctions are con-
nected by superconducting loops in such a way that two nearly degen-
erate ground states emerge that are localized in distinct minima of a
superconducting phase difference, namely, at zero phase and at 7. The
exponentially small qubit splitting combined with a robustness to
weak local perturbations should make 0-7 qubits highly resistant to
decoherence arising from local noise. Theoretically, such qubits also
offer routes toward topologically protected gate operations, although
this has not yet been demonstrated experimentally.

Experimentally, the characterization of protected qubits is com-
plicated by its very protection: near its (protective) symmetry point,
not only does the qubit splitting become impractically small (prevent-
ing the typical microwave techniques such as two-tone spectroscopy)
but also its coupling to the control pulses (thereby preventing straight-
forward Hahn echo experiments to study dephasing characteristics,
for example). To maintain the ability to control and read out such
qubits, they have been intentionally mistuned from the protected sym-
metry such that noise protection can be quantified.””"*”* (In the pio-
neering devices in Ref. 250, the asymmetry naturally arose from
imperfections in the Josephson rhombus arrays.)

An interesting alternative to 0-7 qubits protected by the parity of
Cooper pairs (as in Refs. 251 and 252) are 0-m qubits protected by the
parity of flux quanta, as in the bifluxon qubit.”** Here, a superconduct-
ing loop comprises a Cooper-pair box and a superinductor,”’ sup-
pressing tunneling of flux quanta between the outside and inside of
the loop (and errors that would be generated by such tunneling) for a
particular charge tuning of the Cooper-pair box. In Fig. 40, the gate-
induced charge of the Cooper-pair box, 7, is controlled by a gate volt-
age, and the applied flux through the loop (e, controlled by an
external magnetic field) induces a phase winding ¢,,, along the loop.
At ¢ = 7, the qubit splitting, fo;, is observed to drop dramatically at
the symmetric operating point #, = 0.5 [Fig. 40(c)], while the qubit
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relaxation time, Tj, increases significantly (red inset). The underlying
protection at that symmetry point can be understood by visualizing
the wavefunctions of the qubit states as tensor products of a flux-like
and charge-like part [Fig. 40(a)], and noting that the flux-like part of
|0) is localized in a different minimum than |1) while the charge-like
parts are symmetric (|0)) and antisymmetric (|1)) (when expressed in
the basis of number of Cooper pairs |n) on the Cooper-pair box).

The readout of the bifluxon qubit shown in Fig. 40 is performed
by inductively coupling a readout resonator (consisting of Lz and Cr
elements as shown on the micrograph) to a microwave transmission
line (MW line). The properties of the readout resonator change if the
state of the qubit changes. The Cooper-pair box (red in the inset) is
connected via two Josephson junctions to a superinductor (blue), which
is implemented as an array of 122 larger Josephson junctions. The
bifluxon qubit, readout resonator, and microstrip transmission lines
are fabricated in a single multiangle electron-beam deposition of alumi-
num through a liftoff mask. In the transmission measurements, the
microwave signals travel along the microstrip line and couple to the
readout resonators of up to five different bifluxon qubits located on
the same chip. By using different resonant frequencies of the readout
resonators, the qubits can be individually addressed and characterized
in the same cooldown. In this case, frequency multiplexing is not essen-
tial to the operation of the device but is simply an experimental trick to
increase the chances of finding one device with suitable device charac-
teristics (symmetry of the two small Josephson junctions, in this case).

B. Topological superconductivity and Majorana
devices

One keenly studied sub-field of condensed-matter physics is that
of topological materials,”*'*** whose coherence and time-dependent
properties are largely unexplored despite their potential applications in
inherently fault-tolerant quantum computation. To date, most experi-
ments on topological systems, such as those seeking non-Abelian
Majorana bound states in nanowires or 2DEGs, focus on transport sig-
natures, even though topologically protected quantum computing >
will require time-domain control, such as braiding and single-shot
parity measurements. Several considerations drive the development of
fast parity-to-charge detectors: first, readout times can be as low as
microseconds, thereby potentially mitigating quasiparticle poisoning
of Majorana modes that occurs on longer time scales. Second, quan-
tum non-demolition measurements become possible with high SNR,
which is crucial for measurement-based quantum computation based
on topological superconductivity. Third, no matter how long the
coherence times of protected qubits ultimately may be, in order to
operate many qubit cycles within reasonable timescales, fast qubit
readout of charge or current will be beneficial.

If a topological superconductor hosting two physically separated
Majorana zero modes is sufficiently small, then the Coulomb charging
energy associated with such a “Majorana island” can be utilized to cre-
ate two degenerate ground states that differ in their total occupation
number by one electron. (This is in contrast to trivial superconducting
islands, where the addition or removal of one electron would require
an energy related to the superconducting gap.) Fu realized that the
injection of an electron into one Majorana mode, and simultaneous
extraction of an electron from the other mode, constitutes a non-local
phase-coherent electron transfer.””* This prediction of Majorana-
assisted electron teleportation inspired numerous other proposals that
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FIG. 40. A protected superconducting qubit, here implemented as a bifluxon qubit.”* (a) For a suitable symmetric operating point, the two qubit states |0) and |1) become
nearly degenerate in energy. Visualization of their flux-like and charge-like wavefunctions shows the origin of their protection: the flux-like parts [in the basis of the phase differ-
ence ¢ across the superinductor, see the inset of (c)] are localized in different minima of the fluxonium potential V, and the charge-like parts are symmetric (|0)) and antisymmet-
ric (|1)) (in the basis of number of Cooper pairs on the Cooper-pair box, n). (b) Experimental implementation of the bifluxon qubit (inset), readout resonator (Lg, Cg), and
microstrip transmission line (MW), all fabricated in a single multi-angle Al-evaporation process. The Cooper-pair box (red in inset) is defined by two small Josephson junctions,
whereas the superinductor (Sl) is implemented as an array of 122 larger Josephson junctions (blue in inset). During one cooldown of such a chip multiple qubits can be read out
via the same microwave line, by using different resonance frequencies for each readout resonator. (c) Experimental signatures of the protection include a decrease in the qubit
splitting, fo1, as the symmetry point is approached (e = 7, ny = 0.5), and an increase in the qubit relaxation time T; (red inset). To operate this qubit and take measurements
like this, the gate voltage is pulsed away from ny = 0.5 to temporarily break the protection of the qubit and make it interact with the control and readout signals (not shown).
Reproduced with permission from Kalashnikov et al., PRX Quantum 1, 010307 (2020). Copyright 2020 Authors, licensed under a Creative Commons Attribution (CC BY) License.

suggest conductance measurements and charge sensing of Majorana
islands as a tool to study non-local and non-Abelian properties of
Majorana modes. For example, in the proposal by Aasen et al., super-
conducting double-dot devices in which the various tunnel couplings
(i.e., Josephson couplings and Majorana couplings) can be controlled
by gate voltages play a central role, allowing parity-to-charge conver-
sion for charge sensing experiments that are targeted toward the detec-
tion of Majorana fusion rules (which are unique to non-Abelian
anyons) and toward the coherent operation of a prototype topological
qubit.”* Not surprisingly, the ability of reflectometry to reveal conduc-
tance changes or charge changes of quantum devices is, therefore, rele-
vant for studying topological superconductivity.

For example, Majorana readout based on conductance measure-
ments has been proposed for so-called Majorana box qubits. The sim-
plest box qubit consists of an island of topological superconductor
hosting four-Majorana bound states at four different locations.”*® Two
of them are coupled via controllable tunnel barriers to a semiconduct-
ing region, such that they can participate in conductance measure-
ments. Because the combination of two Majorana operators (y;)
constitutes one fermionic operator, the even parity state of the four-
Majorana box is twofold degenerate, thereby encoding one qubit.
Importantly, it can be arranged such that the transmission phase of
the two Majorana states that participate in transport depends on the
state of the qubit. Interferometric measurement of the device

conductance would therefore allow readout of the state of the box
qubit. The functionalities can be extended to qubit control by hosting
six Majorana bound states on the topological island, and by connect-
ing three of them to gate-controlled semiconducting quantum dots.
Conductance measurements that involve pairs of these three Majorana
states would then implement readout of different Pauli operators
(X = ip17,, ¥ = iy3)1, 2 = iy,73). Although never realized in prac-
tice, such gate-controlled measurements in the time domain would
resemble, from an operational viewpoint, certain gate-controlled
experiments in the field of spin qubits, with rf reflectometry providing
useful tools for accurately and quickly detecting conductance changes.

Motivated by the intriguing roles of Josephson couplings and
Majorana couplings between topological superconductors, read out
schemes that potentially detect the associated dispersive shifts of rf res-
onators or superconducting microwave cavities have been proposed.
In the specific case of reflectometry-based readout, Ref. 161 considers
a popular scheme for Majorana readout, where zero modes (y; and 7,)
are coupled to an auxiliary quantum dot. This setup can be used to
read out the joint parity of the two Majorana zero modes by tunnel
coupling to an auxiliary quantum dot. Calculations of the parity-
dependent capacitances of the coupled system (which depend on the
on-site energy of the readout dot and the complex-valued but tunable
tunnel coupling between the dot and y,) and of the ensuing reflectan-
ces are given in Ref. 161, along with the estimated readout fidelity.
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Experimentally, rf readout has been applied to Majorana-type
devices. Examples in this direction include measurements of the
tunneling rates in InAs nanowire devices, which are an early testbed to
search for Majorana bound states. Another example is the develop-
ment of superconducting resonators that can withstand magnetic
fields in the range of 1-2 T where Majorana bound states occur.

Two studies carried out in InAs nanowires are shown in Fig. 41.
The first study266 [Figs. 41(a) and 41(b)] utilizes dispersive charge
sensing, relying on a quantum dot charge sensor controlled with a top
gate connected to a standard off-chip lumped-element resonant cir-
cuit. The resulting dispersive shift of the resonance frequency was sig-
nificant (~1 MHz, of the order of the resonator linewidth),
corresponding to a detected phase shift of the reflectometry signal of
nearly 180°. The experimental demonstration to resolve the tunneling-
dependent quantum capacitance Cq paves the way to detecting coher-
ent Majorana couplings between topological islands.

A second studym [Figs. 41(c) and 41(d)] used a proximal nanowire
charge sensor instead of gate-based reflectometry, with high readout
SNR reported up to 1T. In this study, the evolution of Coulomb-
blockade regions could be studied without a current flow through the
device. There was a transition from 2e periodicity at zero magnetic field

REVIEW scitation.org/journal/are

to le periodicity at finite axial magnetic fields, as experimentally
observed in Fig. 41(d). When accompanied by the hard supercon-
ducting gap remaining, this change in periodicity has been theorized
as an indicator for transitioning between trivial and topological
superconductivity.

Finally, depending on the bound state occupation, the fermion
parity of a nanowire Josephson junction can be even or odd. Dynamic
polarization of this even/odd parity and its single-shot detection has
been very recently demonstrated, but for Andreev bound states, with
up to 94% fidelity, with measurements performed via a superconduct-
ing LC resonator.””

While these experiments show that fast and high-SNR measure-
ments based on reflectometry potentially allow the identification of
topological properties, they have not yet been applied to complex
experiments such as braiding or the demonstration of fractional
statistics.

C. Noise experiments

Electrical noise itself is a valuable source of information associ-
ated with different physical phenomena.””””” Shot noise, which results
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FIG. 41. Nanowire devices with high-frequency reflectometry readout to investigate Majorana modes. (a) SEM of an InAs nanowire double dot to demonstrate rapid detection
of interdot tunneling (here without superconductivity and without Majorana modes).”®” One of the quantum dots is capacitively coupled (via the red gate electrode) to a
0.4-GHz superconducting resonator (Lc, Cp) that is probed by reflectometry. Interdot tunneling (modeled by Cq) results in a substantial shift of the resonance frequency, and
therefore of reflected carrier phase ¢. (b) Charge stability diagram measured by sweeping the two plunger gates, SP1 vs SP2. Tunneling at charge degeneracy (V) can be
distinguished from Coulomb blockade ([_]) by sampling the reflected carrier phase ¢ for a short time (in this work, achieving a SNR of 2 within 1 us for a carrier power of
—109dBm and 5 GHz interdot tunneling). Reproduced with permission from de Jong et al., Phys. Rev. Appl. 11, 044061 (2019). Copyright 2019 Authors, licensed under a
Creative Commons Attribution (CC BY) License. (c) Superconducting double dot fabricated from a hybrid InAs/Al nanowire (Device) suitable for investigating Majorana
modes.’® The charge occupation is measured by two InAs nanowire quantum dots (Sensor) that are monitored using different reflectometry frequencies (40 and 60 MHz in this
work), each yielding a reflectometry signal [namely, Vr(fS” and Vr(fsz) in panel (d)]. (d) Charge stability diagram measured at B=0 and B=0.8 T via the rf response of the right
and left sensor respectively, for weak interdot tunneling. By studying the transition from 2e-periodic Coulomb valleys at B =0 to 1e-periodic Coulomb valleys at finite field, one
can in principle measure the interaction energy within Majorana pairs.”” Reproduced with permission from Razmadze et al., Phys. Rev. Appl. 11, 064011 (2019). Copyright
2019 American Physical Society.
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from the discreteness of charge carriers, leads to current fluctuations
with spectral density S}\} = F2qI [see Eq. (51)], where I is the average
current and q is the charge g of the particles (or quasiparticles) carry-
ing that current. By measuring SY in a situation in which the Fano fac-
tor F is known, the charge q can be deduced. Usually, the current is
carried by electrons with charge g=e, but in some correlated states,
the excitations are quasiparticles with a fractional charge. A particu-
larly clear example is the v = 1/3 fractional quantum Hall state, for
which the carrier charge is”*””"" q = e/3.

The experiment that confirmed this fact measured the shot noise
generated by a tunnel barrier between two regions of two-dimensional
electron gas in the fractional quantum Hall state. The tunnel barrier
acts as a broadband noise source. It is measured using a cryogenic volt-
age amplifier as in Fig. 42(a). The current noise is transduced to a volt-
age noise by the real part of the amplifier input impedance in parallel
with the sample impedance, together represented by the resistor Rc.
As with the rf-SET, the bandwidth of the measurement is limited by
the capacitance Cjy of the transmission line, meaning that if the
amplifier is directly connected to the noise source, it can only detect

a Vv,

FIG. 42. (a) Schematic of a shot noise measurement circuit”* The tank circuit is
formed from the parasitic transmission line capacitance Cire, the resistance Rc of the
device in parallel with the real part of the amplifier input impedance, and an added
inductor Lc. In this circuit, the amplifier is sensitive to device noise within a bandwidth
of order 1/RcCine Centered on the frequency f; = 1/27L¢Cine. By measuring the
voltage noise integrated across this bandwidth, the spectral density Sy(f) can be
inferred. (b) An SEM micrograph of a four-arm device fabricated in GaAs, with a
small floating contact lead at its center (green; the depleting gates underneath are
not visible), a quantum point contact (QPC) in each arm (an air-bridge shorts the two
sides of the split-gate) and source (S1), drains (D1, D2), and ground (G) contacts.
The device is placed in the quantum Hall regime with filling factor »» =2 by setting
the required magnetic field. QPC2 and QPC4 are fully pinched-off while QPC1 and
QPC3 transmit only the outmost ballistic chiral quantum Hall edge mode (i is the
transmission coefficient of QPC;). The source current (Is, red) impinges on QPCA1,
which transmits fy that is absorbed in the floating contact. Edge modes (green) at
temperature Tp, leave the floating contact into the four arms (in arms 2 and 4 they
are fully reflected). Cold edge modes, at temperature T (blue) arrive from the
grounded contacts. LC circuits at each drain transmit the signal at f, = 740 kHz with
a bandwidth Af = 10-30 kHz. Panel (b) Reproduced with permission from Banerjee
et al., Nature 545, 75-79 (2017). Copyright 2017 Springer Nature.
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current noise up to a frequency ~1/R¢Ciie, which would be ~30 kHz
in this experiment. In this frequency range, pink noise due to back-
ground charges usually overwhelms the shot noise of interest, making
precise measurements impossible. This problem is circumvented by
inserting an inductor in parallel with the line capacitance, thus form-
ing a resonant tank circuit and shifting the range of frequencies over
which the experiment is sensitive up to the tank circuit’s resonant fre-
quency, which in this case is ~4 MHz. The sensitive bandwidth is
unchanged. Comparing the shot noise measured in this way with Eq.
(51) implies a quasiparticle charge ¢ = e/3.”

While measuring shot noise gives information about the charge
carriers in a device, measuring thermal noise gives information about
their temperature. This means that noise measurements can be used to
study how heat flows in quantum devices. One example is the mea-
surement of quantized heat transport by anyonic carriers.””* As shown
in Fig. 42(b), resonant circuits at the drain electrodes of a 2DEG gated
by two QPCs, QPC1 and QPC2, are used to filter the chiral ballistic
1D edge modes that transmit the carriers under high magnetic field.
These edge modes are at an equilibrium temperature Ty, where the
power dissipated in the central floating contact is equal to the power
carried by phonons and the chiral edge modes. Since the phononic
heat contribution is negligible compared to the strongly interacting
electronic contribution for T'< 35 mK, the temperature Ty can be
determined from thermal noise measurements in one of the arms.
These thermal noise measurements, carried out as above, use cold
amplifiers to measure thermal voltage fluctuations.

D. Micro- and nanomechanical resonators

Due to their small size and mass, nanomechanical resonators
have high mechanical resonance frequencies f;, of the order of hun-
dreds of MHz. It is, therefore, natural to turn to radio-frequency
measurement techniques to measure their motion. Moreover, radio-
frequency measurements can provide additional information; an
example is the demonstration of coherent mechanical oscillations in
carbon nanotubes using IQ demodulation.'””””” Nanomechanical res-
onators made of carbon nanotubes, graphene, or aluminum sheets
find exciting applications in sensing’”’**”> and qubit read out."”>*"®
The measurement of the mechanical vibrations of carbon nanotubes
and nanowires have been used to reveal fundamental properties that
can be difficult to probe with transport.””” *”**** Current challenges
for exploring the foundations of quantum mechanics™* include mea-
suring mechanical resonators in their quantum ground states of
motion™" or generating a macroscopic quantum superposition of
states.”*>**’ Some recent proposals also suggest using QDs coupled to
a mechanical oscillator as mechanical qubits.”**

Gate reflectometry can be used to monitor the motion of nano-
mechanical resonators by sensing the change of capacitance between
the mechanical resonator and a metallic gate electrode connected to
the rf cavity. The sample is illuminated by an input signal at frequency
fin via the gate electrode. The reflected signal contains sidebands at
frequencies

fout :ﬁn J—rfm (163)

that transduce the displacement of the sample. This techniques works
well with large devices, such as metallized SiN membranes,”* for
which the capacitance varies considerably with the motion.
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It is more challenging to measure smaller devices (such as carbon
nanotubes or aluminum nanosheets) where the variation of capaci-
tance with the displacement is small compared to the static capaci-
tance. One solution is to operate on resonance with the mechanical
resonator fi, ~ f,, while applying a static voltage between the mechan-
ical resonator and a gate electrode.”*® In this case, the mechanical reso-
nator impedance can be expressed using the van Dyke-Butterworth™**
model as a static capacitance Cy in parallel with an LCR circuit™*
(Lm, Cm,and Ry,) [Fig. 43(a)] with equivalent impedance

1 . 1
7= joCq + i . (164)
m JjoLnm +—+ Ry
joCn

When fi, is out of resonance with the mechanical resonance frequency,
Zp is large and dominated by 1/jwCgy. On resonance, the impedance
drops to Z,, &~ Ry, allowing detection of the motion. This technique
has been employed to detect the motion of an aluminum drum** and
of carbon nanotubes,”” although it requires tuning the frequency of
the rf resonator to f; ~ fi,, which can be achieved with in situ tunable
circuits (see Sec. V A 2).

In gated semiconducting mechanical resonators, the motion can
be transduced into a current modulation I; emitted by the device. This
current is measured with a cryogenic amplifier, similar to the shot
noise measurements described in Sec. IXC, using LCR circuits
with resonance frequency f;. In the two source method,” %"
the mechanical resonator is biased with an ac voltage at frequency
fin = fr £fm while the mechanical motion is excited by a second source
at frequency fi, [Fig. 43(b)]. These two frequencies mix such that the
current noise spectrum I has a sideband at f; that is transmitted by
the LCR resonator. Alternatively, the LCR circuit can be tuned into
resonance with the mechanical resonance frequency f; ~ f, using in
situ tunable elements'****" [Fig. 43(c)].

E. Fast thermometry

Already in the early days of dilution refrigerator experiments, it
was noticed that high-frequency measurements provide practical

Vou( LC Cm
~— |
c R
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solutions for the challenging task of implementing reliable subkelvin
thermometry. For example, Johnson noise thermometry utilizes the
fluctuation—-dissipation theorem, on the principle that the voltage fluc-
tuations of a resistor (ie., the mean square noise voltage within some
suitable bandwidth) are proportional to the resistor’s temperature. At
low temperatures, the minuscule voltage fluctuations of a resistor can
be elegantly converted to frequency fluctuations using the ac
Josephson effect [the factor 2e/h corresponds to an attractive conver-
sion factor of ~ 484 MHz/;V], yielding reliable thermometry in the
10 mK range with a measurement noise temperature (response time)
of 0.05 mK (50 ms) as early as 1973.””" While this technique is not
based on reflectometry, it loosely fits into the category of high-
frequency emission measurements (in this case, via a 19 MHz tank cir-
cuit connected to a SQUID amplifier). Another early high-frequency
technique (important for microkelvin applications) involves the detec-
tion of 1Pt nuclear spin susceptibilities (which follow a Curie law)
using pulsed nuclear magnetic resonance techniques, allowing not
only determination of nuclear spin temperatures but also (via the
Korringa law) the temperature of the electrons.””

More recently, efforts have been made to study the effective tem-
perature and time scales associated with different degrees of freedom
in small systems (phonon temperature in mechanical resonators, elec-
tron temperature in isolated quantum devices, photon temperatures in
microwave cavities, etc.). Quantum devices that involve superconduc-
tor- insulator-normal metal (SIN) junctions are of particular interest,
as they allow fundamental insights (interplay of high thermal conduc-
tance associated with normal metals with low thermal conductance
associated with superconductors) as well as technological applications
(such as SINIS on-chip coolers”)

Figure 44(a) shows a nanoscale SIN junction (implemented by
the aluminum-aluminum oxide-copper junction in the dashed circle,
which was created by a multi-angle shadow evaporation technique)
that is wirebonded to an inductor Lc = 390 nH.”* In conjunction
with the stray capacitance Cp = 0.6 pF of the bond wire, it forms a
338 MHz resonator that goes through matching as the SIN junction
is cooled and temporarily reaches the matching resistance of 20 kQ.
As a consequence, the return loss (measured by reflectometry, and

fi — 77,:.—,

,)-», out
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FIG. 43. (a) Schematic of the measurement of the motion of a carbon nanotube mechanical resonator using gate reflectometry.”*“*” An LC resonator made of an inductance
Lc and a tunable capacitance C; is attached to the gate of the device. The nanomechanical resonator is represented using the van Dyke—Butterworth model”** by a static
capacitor Cg in parallel with an RLC circuit with equivalent elements Cr,, R, and Ly (b) Schematic of the measurement of the motion of a carbon nanotube mechanical reso-
nator with the two source method. In this example, Ref. 291, the LC resonator comprises an inductor Lc = 66.H in parallel with the capacitance of the line Ciie = 242 pF to
transmit the current noise /; generated by the motion of the mechanical resonator. (c) Schematic of the measurement of the motion of a carbon nanotube mechanical resona-
tor””” using a tunable capacitance C; = 3.82 pF and an inductor L = 223 nH to bring the LC resonator in resonance with the mechanical motion to capture the current noise

Iy generated directly at the mechanical resonance frequency.
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FIG. 44. Fast and nanoscale thermometry and calorimetry. (a) To demonstrate nanoscale radio frequency thermometry, an LC resonator is loaded by a temperature-sensitive
Al-oxide-Cu SIN junction (dashed circle). (b) Bias tees allow the application of ac bias voltages, to keep the junction at a temperature-dependent operating point on its IV charac-
teristics, while the remaining reflectometry setup in this work was kept at room temperature. (c) The temperature dependence of the junction’s operating point yields the match-
ing condition for the LC tank circuit, evident here by a peak in the reflectometry return loss near 500 mK. Near matching, the demodulated reflectometry signal is sensitive to
temperature changes. (d) SINS junction, in which the proximitized normal metal electrode gives rise to a zero-bias conductance anomaly that makes this thermometer useful for
ultrasensitive calorimetry.”* Importantly, this junction can be read out with reflectometry without the need to apply large (and invasive) bias voltages. (€) Implementation of the
proximitized normal electrode by establishing a clean contact between the copper electrode (orange) and an aluminum electrode (blue). The overlapping region (yellow) with
another aluminum electrode (thermometer) constitutes the SIN junction. The tunnel junction on the left (injector) was used to inject heat on the copper island, thereby manipulat-
ing its temperature in a well-controlled manner. Panels (a)-(c) Reproduced from Schmidt et al., Appl. Phys. Lett. 83, 1002—1004 (2003) with the permission of AIP Publishing
LLC.”** Panels (d) and (e) Reproduced with permission from B. Karimi and J. P. Pekola, Phys. Rev. Appl. 10, 054048 (2018). Copyright 2018 American Physical Society.

plotted in Fig. 44(c)) shows a pronounced peak near 500 mK. The
effective  temperature (bandwidth) of this high-bandwidth
“reflectometry thermometer” was 0.3 mK/Hz"? (10 MHz), but adjust-
ments to the choice of circuit parameters and improvements to device
and reflectometry setup allow application to other temperature ranges
and to thermodynamic and calorimetric studies of mesoscopic nano-
structures and far-infrared detectors. To put these numbers into the
context of calorimetry, Ref. 295 notes that a temperature noise of 10
uK/Hz"* would be desired to detect the heat quantum associated
with, say, a 1K microwave photon. An improved modification is
shown in Fig. 44(d), where the normal metal contact has been replaced
by a proximitized normal metal.””” In contrast to the SIN junction,
this results in a zero-bias conductance feature in the IV characteristics
of the junction, thereby obliterating the need for large biasing voltages
(which constitute a source of heating). Accordingly, this thermometer
was demonstrated to function at temperatures as low as 25 mK, with a
sensitivity and noise performance almost sufficient to detect heat
quanta relevant for superconducting qubit circuits (1-K photon
conversions).

For semiconducting quantum devices, primary thermometry
(measured via reflectometry) is possible by employing that the cyclic
electron tunneling between a discrete state in a QD and an electron
reservoir depends on the thermal distribution function of the reservoir.

By embedding the plunger gate electrode of a quantum dot in an rf
resonator, the reflectometry carrier induces cyclic tunneling and dis-
persively senses the tunneling response.'”* Interestingly, in certain
regimes, the width of the tunneling capacitance along the detuning of
the dot (with respect to the Fermi level of the reservoir) depends only
on temperature, thereby making this a primary thermometer for the
electron reservoir (if the detuning lever arm is known). This lever arm
is usually measured using a source-drain bias across the thermometer
device, but it can also be calibrated by measuring the width of the
tunneling peak at known temperature. This allows the temperature to
be measured, even when the circuit is galvanically isolated.””
Alternatively, the thermal distribution of the reservoir can be deduced
by conductance measurement of the quantum dot from which the
temperature is deduced. This process can be considerably accelerated
using rf-readout of the QD resistance.””’

F. Sensing the semiconductor environment

In semiconducting devices with reduced dimensionality for the
effective carriers, physical intuition from bulk systems has been shown
again and again to break down with the emergence of quantum phe-
nomena. For the kinetic energies, a drastic modification of the density
of states by spatial quantization appears already in the simplest,
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non-interacting treatment of single-particle states (such as van Hove
singularities in quasi 1D systems). For the electrostatic potentials, dis-
tinctly different length scales associated with electrostatic screening
appear. For example, in 1D systems, the familiar exponential decay of
potentials in 2D interfaces, or depletion lengths, are replaced by very
long-range (logarithmic) tails in the charge distribution that affect the
physics and engineering of p-n junctions, n—-i junctions, and metal-
semiconductor heterojunctions (Schottky barriers).””**”” Moreover,
the categorical classification of any 3D fundamental particle as either a
boson or a fermion (originating from the strictly integer and half-
integer eigenvalues associated with rotational symmetry in three-
dimensional space) no longer holds for emergent quasiparticles in 2D
and 1D systems. Here, the reduced spatial symmetries allow other
exchange statistics, including abelian and non-abelian exchange statis-
tics associated with anyons that are neither bosons nor fermions. For
instance, in 2D systems, capacitance measurements play an important
role for establishing localization of normally or fractionally charged
quasiparticles in GaAs quantum Hall systems,””’ """ and electron—
hole puddles™”” and correlated instulators™” in graphene structures.

In 1D systems, electron interaction gives rise to such exotic phe-
nomena as spin—charge separation and the emergence of correlated-
electron insulators and Wigner crystals (facilitated by the ineffective
screening of the long range Coulomb interaction in 1D), which have
been traditionally been measured by transport™”” “* but are also con-
ducive to charge sensing,””’

Not surprisingly, reflectometry of semiconductors using disper-
sive gate sensing reveals information complementary to traditional
transport measurements. For example, conductance measurements of
quantum point contacts’”'" often show a mysterious anomaly at
0.7 x 2¢*/h that is now thought to comprise interaction and scatter-
ing effects in the presence of a smeared van Hove singularity in the

REVIEW scitation.org/journal/are

local density of states at the bottom of the lowest one-dimensional sub-
band’'" or perhaps Kondo correlations.”'”

When applying dispersive gate sensing to similar quantum point
devices, a surprising richness of features appeared in gate voltage space
that persists even below the threshold for non-zero conductance.””” In
Fig. 45(c), we show a clever use of frequency multiplexing that allows
reflectometry of various gate electrodes (and contact leads) of a top-
gated GaAs heterostructure. This way, the reflectometry features of
various gate electrodes could be compared for the same chip [an
example for the reflectometry signal from gate G5 is shown in panel
(c)]. The appearance of many (quasiperiodic) oscillations with varying
slope in gate voltage space were attributed not to physics associated
with the region of the quantum point contacts (which dominates the
signal in transport measurements) but to regions near the extended
gate electrodes that, in the presence of spatial disorder in the potential
landscape, form charge puddles. A follow-up work suggests that reflec-
tometry features in the pinched-off regime (i.e., zero QPC conduc-
tance) may also have contributions from asymmetric capacitive
couplings between the reflectometry gate and the source and drain res-
ervoirs, whereas the non-zero conductance staircase associated with
QPC behavior can in fact show up clearly in reflectometry.”

G. SQUID magnetometer

Superconducting quantum interference devices (SQUIDs) are
used as extremely sensitive magnetometers, among other applications,
in quantum sensing and quantum technologies. For example, SQUIDs
are employed to measure cosmic radiation’'* or as particle detectors.”"”

SQUIDs fall into two categories:“(' the dc SQUID and the rf
SQUID. dc SQUIDs are made of two junctions in parallel in a super-
conducting loop. When the dc SQUID picks up a small magnetic flux,

(d) dVDGS/dV [a.u]

- Dispersive Sensor
- x-axis Gate
y-axis Gate
—Active Gate
Inactive Gate

500  -450  -400  -350  -300
G5 [mV]

FIG. 45. Gate-sensing of charge pockets in the semiconductor environment of GaAs QPC devices. (a) Schematic of the reflectometry circuit, indicating that the rf response is
sensitive to geometrical capacitances (Cy, set by the geometry of gate electrodes) and quantum capacitances (Cq, sensitive to the density of states in the semiconductor). (b)
Visualization of electrostatic disorder potentials (blue) affecting the localization of the 2DEG in charge pockets (red areas). (c) Charge-pocket phenomena occurring near differ-
ent gate electrodes (and not necessarily contributing to traditional conductance measurements of the different QPCs of this device) can be detected by performing frequency
multiplexed reflectometry of different gate electrodes, for example, G1 and G5. (d) Example of the G5 reflectometry signal as a function of gate voltages applied to G5 and G4.
To increase the visibility of quasi-periodic Coulomb oscillations with varying slopes and periods, associated with different charge puddles, the derivative of the demodulated
voltage (w.r.t. gate voltage G4) is plotted. The precise pattern of Coulomb-blockade oscillations was sensitive to the exact voltages applied to neighboring gate electrodes (not
shown). Reproduced with permission from Croot et al., Phys. Rev. Appl. 11, 064027 (2019). Copyright 2019 American Physical Society.
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FIG. 46. rf SQUID setup inspired by Ref. 323. The rf SQUID, formed by a super-
conducting loop with one single Josephson junction, is inductively coupled to an LC
resonator represented by a capacitance and an inductor. The readout in this setup
is a transmission-type measurement, with an input signal Vi, sent to the LC resona-
tor and the rf SQUID, and with an amplified transmitted signal Vout. A flux-locked
loop stabilizes the rf SQUID to maintain an optimized sensitivity.

it generates a screening current along the loop that maintains the total
flux to a multiple of the flux quantum ®y = h/2e. As we have already
seen, dc SQUIDs can be employed as ultra-low-noise amplifiers.

We are interested here in the second type: the radio-frequency
SQUID (rf SQUID). These are made of only one Josephson junction
in a superconducting loop that is inductively coupled to a LC resona-
tor formed by an inductance and a capacitance in parallel (Fig. 46).
Because they are made of only one Josephson junction, rf SQUIDs are
easier to fabricate. However, their sensitivity is limited by the readout
setup which is a motivation for further optimization.’'®

The readout of an rf SQUID is a transmission-type measurement
with the LC resonator inductively coupled to the SQUID (Fig. 46). A
radio-frequency signal Vi, is sent to the LC resonator and the SQUID
while the transmitted signal is amplified to become the output signal
Vout- The magnetic flux picked up by the SQUID changes the phase
across the Josephson junction, which then modifies the impedance of
the SQUID and the resonator. This translates into the transmitted sig-
nal phase and amplitude. The rf SQUID measurement setup generally
integrates a flux-locked-loop feedback system to maintain the SQUID
at its sweet spot where its sensitivity is best. This is especially impor-
tant when the bandwidth of the LC resonator is low.

We distinguish two types of rf SQUID, based on device parameters
which influence the readout method, depending on f3,; = 27LI /®p," '
where L is the loop inductance and I, is the critical current of the
Josephson junction. If ¢ >1 the SQUID is hysteretic and the trans-
mission measurement is dissipative. The radio-frequency signal causes
the Josephson junction to switch periodically between two quantum
states causing dissipation of the signal. This dissipation reduces the
quality factor of the LC resonator and affects the amplitude of the trans-
mitted signal, similar to a resistance measurement. This switch causes
intrinsic noise that limits the sensitivity of a hysteretic rf SQUID.

If B < 1, the SQUID is non-hysteretic and the measurement is
dispersive. The inductor of the tank circuit is parametrically coupled
to the SQUID. The magnetic flux in the SQUID loop modifies the total
inductance of the circuit, which changes its resonance frequency. This
regime gives less intrinsic noise than the hysteretic SQUID.

X. CONCLUSION AND OUTLOOK

After two decades of developments, the high-speed electrical read-
out of quantum devices is allowing us to advance quantum computing
and several other fields of research. In this review, we focused on

REVIEW scitation.org/journal/are

reflectometry circuits to perform high-speed sensitive measurements of
quantum devices. In the development of radio-frequency readout tech-
niques, circuit quantum electrodynamics and its application to the
readout of superconducting qubits have been a source of inspiration.”"”

One of the main driving forces for the advancement of radio-
frequency technologies has been the rise of charge and spin qubits.
The need for fast, sensitive, and scalable readout of charge and spin
states has promoted the development of single-shot readout techni-
ques, the integration of superconducting components, and the search
for circuit multiplexing approaches described in this review. Careful
engineering of the rf circuits made the difference. The optimization of
matching circuits, amplifier chains, and PCB designs and materials are
a few of the strategies discussed.

Fast measurements are directed not only at the readout of charge
and spin states but also to the tuning and characterization of quantum
devices.*'”>"**!  Video-mode measurements demonstrate the
potential of rf circuits for tuning quantum dot devices. The limiting
factor is no longer the speed of the measurements, but the ability of
humans to analyze and interpret the data. The integration of machine
learning techniques is allowing us to tackle such limitations.”'” %!

Rf readout has also allowed for sensitive measurements of tempera-
ture and motion at the nanoscale, with applications such as the thermali-
zation of quantum circuits and other aspects of non-equilibrium and
quantum thermodynamics. The gate capacitance of a nanowire transistor
was measured, with high precision, using an LC resonator.””” It is also
used to sense the semiconductor environment of quantum devices, inves-
tigate Majoranas and dark matter, and probe other phenomena in the
solid state. We expect rf-based techniques to enable yet new types of
experiments. The use of pulsed magnetic fields”**** is an example of a
technique that asks for the fast readout capabilities that rf reflectometry
can offer. Rf readout could also be a key tool for the exploration of differ-
ent mechanisms of electron transfer. Kondo physics, commonly probed
by transport measurements, was found to be “transparent” in a cavity
quantum electrodynamic architecture.”*” In the same way, rf techniques
can be used to explore many-body correlations.

We hope this review is a guide for students and researchers to
explore the full potential of rf readout. Our optimization guidelines,
focused not only on rf components but also on the specifics of high-
frequency lines, noise floors and amplifier chains, provide a starting
point to advance rf reflectometry and to use it to further a broad vari-
ety of research fields.

SUPPLEMENTARY MATERIAL

In Sec. S1 of the supplementary material we report the scattering
parameters for two different transmission measurement configura-
tions. In Sec. S2 we demonstrate Eq. (42), and show that the reflectom-
etry circuit in Fig. 7(a) near resonance results equivalent to the series
RLC circuit shown in Fig. 7(b). In Sec. S3 we explain how to calculate
and use spectral densities. Sec. 54 contains a table with charge detec-
tion methods and parameters, such as charge sensitivities, quality fac-
tors, and resonant frequencies. A list of most common components
for LC resonators working at cryogenic temperatures is presented in
Sec. S5.
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FIG. S1. The simplest geometries for a transmission measure-
ment. (a) Transmission through an impedance. (b) Transmis-
sion past an impedance.

by Eq. (40) of the main text, and its series model in
Fig. 7(b), described by Eq. (42). We do this by showing
that they have the same impedance near resonance.

First, we write explicitly the real and imaginary parts
of Eq. (40):

Req ~iw quCP
1+w?R2C2 T+ w?R2 CE
(S3)
In the limit wR.Cp > 1, which holds for most applica-
tions, we obtain:

Zload = jwLc + Ry, +

1 1
Zoad = R ————5 + jwlL - . S4
load L+w2ReqC§+]w C+]wC’p (54)

The resonant angular frequency w, = 1/+/LcCp can be
found by setting the imaginary part of Eq. (S4) equal to
Zero.

Finally, to see the equivalence between the reflectom-
etry circuit on resonance and a standard RLC circuit,
substitute the resonant frequency into Eq. (S4), to find
the effective resistance:

L¢

Resp =
& C(P Req

+ RLu (85)

which implies that near the resonance frequency, the re-
flectometry circuit behaves like an series RLC circuit with
impedance

Zload ~ Reff + jWLC + (86)

JwCp’

S3. USING SPECTRAL DENSITIES

In this section, we summarise how to calculate and use
a spectral density, with a focus on quantitative experi-
mental analysis. We present a self-consistent pedagogical
treatment, written from an experimentalist’s perspective
and including brief derivations and examples, of how to
calculate a spectral density and use it to estimate uncer-
tainty in a measurement.

The spectral density Sy [f] represents the intensity
of a signal V(t) near frequency f. This representation
involves some choices. We make the following choices in
order to make our spectral densities consistent with what
appears on the screen of your spectrum analyser:

1. The signal V(t) is assumed to be real and classical.

S2

2. The spectral density of a voltage signal is defined
by Eq. (134), giving units V2s. Some authors®® call
this “power spectral density per unit time.”

3. The spectral density is one-sided, which means that
it is defined for both positive and negative f but is
normalised so that [ Syv/[f]df = (V2(t)).

With these conventions, we will show how to calcu-
late a spectral density in different situations, and how to
use it for its most valuable purpose, which is to derive
uncertainties in measured quantities.

Two excellent explanations of how to understand and
use spectral densities are the review article by Clerk et
al.5*, written from a theoretical physics perspective, and
the textbook by Press et al.>®, written from a computer
science perspective. Unfortunately nomenclature differs
in many ways between these two fields, and both dif-
fer from the conventions of electronic engineering, repre-
sented e.g. by the textbook of Horowitz and Hill>°. Infu-
riating scaling factors proliferate, and some of them are
infinite. A guide to converting between conventions is
given in the box overleaf.

A. How to calculate a spectral density

Suppose our experiment is generating a voltage V(¢).
How do we calculate its spectral density Syv[f]? We
will answer this question by presenting the definition of
Syv|f] in terms of a Fourier integral. Under nearly all
practical conditions, this definition implies Eq. (134) of
the main text. We will prove this statement and discuss
when it holds. We then explain how to estimate the
Fourier integral in different situations.

1. Definition of Sy v [f] in terms of a Fourier integral

The one-sided spectral density is defined as

Syv(f) or Svv(f] = QTJEI;O<\VT[JC]|2> (524)
where
1 T/ 4
Vrlf] V(t)e 2™t (S25)

T VT S

is the windowed Fourier transformS%. Since V/(t) is real,
we have Syv[f] = Syv[—f]

2. When the two expressions for Sy v [f] are equivalent

We take Eq. (S24) to define the spectral density, but
Eq. (134) is more intuitive. Here we explain when the
first expression implies the second.

Suppose V(t) is stationary, which means that its sta-
tistical properties are independent of time. (We return



S3

Recognizing and converting between definitions of the spectral density

Here’s our cheat sheet for converting between conventions
for the classical spectral density. It covers most of the defini-
tions we have encountered.

(a) This Review follows the one-sided convention com-
mon among experimentalists, in which the factors in
Egs. (S24-S25) are chosen so that

(V2(1)) = / " Svvlf] df. (s7)

In this convention the Wiener-Khinchin theorem, i.e.
the inverse of Eq. (526), is

Syv[f] = 2/00 (V(0)V(r))ye *™ 7 dr. (S8)

The noise density e, used by electrical engineersss is
ealf] = SvvIf]. (S9)

(b) In the one-sided convention using angular fre-
quency, the spectral density Sty satisfies

2 _ o / dﬁ
V0) = [ Sl 32 (s10)
Sty lw] = 2/ (V(O)V(r))e ™7 dr. (S11)
To convert from our convention, use
/ — w
Sty lw] = Svv [%} . (S12)

(¢) In the two-sided convention using frequency,

W)= [ siina (s13)
Sevlfl= [ WOVEe T (1)

and the conversion is
Suvlf]l = 3Svvlfl. (s15)

(d) In the two-sided convention using angular fre-
quency, which is common among theorists™,

vior= [ siviel 5, (516)
Syvw] = /700 (V(O)V(T))eii‘” dr. (S17)

with 1
Strviw] = 3Svv [%] . (S18)

(e) In the two-sided convention using angular fre-
quency and normalised over w,

oo

(V2(t)) = 3 Svyw] dw, (S19)
S ] = % [ T W OVEe T (S20)

with 1
Stviwl = - Svv [%} . (S21)

(f) In the one-sided computer science convention®®,
the “power spectral density” Py [f] is defined such that

svlr] = Jim (3 Pv1f]) (522

where T is the measurement duration, meaning that

Vil =z [Pl (523)

where [-] denotes a time average. Confusingly, Py [f]
has units V?s?, which means it’s neither a power nor
a density per unit frequency.

A final freedom is the sign of the exponent in Eq. (S8). For-
tunately, if V'(¢) is real, both choices give the same Svv [f].

Most papers containing spectral densities either state their
convention as one-sided or two-sided, or else define Sy by
an equation similar to Eq. (S8) by which their convention is
implied. However, some contain more subtle clues, or even
no clues at all. We implore you to play your part in ending
this misery: Whenever you use a spectral density, say clearly
how it is defined.

shortly to the question of when this is true.) Then its
spectral density, defined by Eq. (524), obeys the Wiener-
Khinchin theoremS”, which states that Sy+v[f] is related
to the autocorrelation function through a Fourier trans-
form:

Vv =5 [ arem syl

2] (S26)

Now apply this to the filtered voltage V() of Eq. (134),
from which all spectral components of V(¢) have been
removed except those within a small bandwidth By of f.

The Wiener-Khinchin theorem now gives

f+Bjs/2 . ,
(V(OV(E)) = /f df' 28 5y, (S27)

—By/2

where we have also used that Sy v [f] = Syv[—f]. Setting
t' =t and dividing both sides by By leads to

<V2(t)> 1 /f+Bf/2

= — df’' Svv|f']
By By Ji-B;/2

(528)




In the limit By — 0 this becomes™8

(V2(1))

Svv[f] = Bljifgo B, (529)
- [(V2())]
=g g (530)

where the second equality follows because V (¢) is station-
ary and therefore the time average [-] does not change
the right hand side. This is identical to Eq. (134) in the
main text.

What about a non-stationary V(t)? For example,
V(t) = Acos(27 fot) is clearly non-stationary because its
variance depends on time as (V2(t)) o cos?(27 fot). Does
Eq. (S30) hold for such an observable? Although we can-
not use our argument based on Eq. (526), we show below
Eq. (S37) that any signal that can be represented as a
Fourier series nevertheless obeys Eq. (S30). Thus we have
proved Eq. (134) in the main text, provided that V' (¢) is
either stationary or a Fourier series.

These two cases cover many observables that are en-
countered experimentally®®. The reason that most ob-
servables, especially noise, are stationary is time trans-
lation invariance; once an experiment has been running
for a long time, its behavior should not depend on when
it was turned on. As we shall see in Section S3 B, this is
an extremely useful property when estimating measure-
ment uncertainty. Unfortunately it is not always true,
even for noise: an obvious counterexample is a constant
drift in experimental parameters. Such non-stationary
noise is not accurately described by a spectral density,
and indeed the right-hand side of Eq. (S24) may not be
mathematically defined.

3. Evaluating the Fourier integral

Equation (S24) defines the spectral density Syv[f],
but is not directly useful for calculating it in a real exper-
iment, where we cannot wait for infinite 7" and we may
not have access to multiple iterations. In that case we
should use the following approximation to Eq. (524):

Svvlfl = 2|Velf]I*.

with Vp[f] given by Eq. (S25).

Often Eq. (S31) is still insufficient because we do not
have a continuous record V(¢), but instead a series of
samples V (i) taken at regular instants ¢, separated by
a sampling interval A. Now we must be careful, be-
cause frequency components separated by the Nyquist
frequency 1/2A are indistinguishable in the sampled
record. A high-frequency component of V(¢) may there-
fore appear spuriously at a lower frequency in the cal-
culated spectrum, an effect known as aliasing. For this
reason, before digitizing any signal, it should be filtered
using a low-pass filter with a cutoff below the Nyquist
frequency. If this has been done, the spectral density

(S31)

S4

is53:
A? 9
Svvlfl =2 {VolfII%) (532)
where the discrete Fourier transform of V(ty) is:
N-1 4
Volf] = D Vitp)e ™2, (S33)
k=0

If only one iteration of the measurement is available, we
must omit the expectation value in Eq. (S32).

Lastly, we may need to calculate the spectral density of
a mathematical function V' (¢) that is known for all values
of t. If V() is stationary, then Eq. (S8) leads to:

swifi=2 [ wuwirpe (s
where V[f] is the conventional Fourier trans-

form (Eq. (S144)).
If not, then Eq. (S24) needs to be evaluated directly.
A useful case is the Fourier series

V(t) =Y Ancos(2mfat) + Busin(2rfat)  (S35)

with A, and B,, real and f, > 0. The corresponding
spectral density is

1

Svvlfl =5 D ((A%) +(B2)) olf — fal.

n

(S36)

If the voltage in Eq. (S35) is filtered around a single fre-
quency f, then clearly
[V = {% ((A2) + (B2)) if f = f, for some n
0 otherwise
(S37)
consistent with Eq. (S36) and Eq. (S30).

B. How to derive a measurement uncertainty from the
spectral density

1. Uncertainty in measuring a voltage

As stated in Section VI A 3, a valuable property of the
spectral density is that it determines the uncertainty of
a measurement in the presence of noise. Let us explain
how this is done. In general, electrical measurements
transduce the observable of interest (for example qubit
state, displacement, temperature, or impedance) into a
voltage V5(t) contaminated by noise Vx(t). From a record
of V(t) = V5(t) + Vn(t), acquired over a duration 7, it
is our task to extract the observable with an associated
uncertainty or error bar.

A general model of this process is shown in Fig. S2.
We expect the signal to be

Vs(t) = Vo W (), (538)



(a) 1 _(C) -

W(t)
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Time t
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FIG. S2. Using a window function to estimate an observable.
(a) Example of a window function, proportional to the noise-
free signal. (b) Simulated trace V' (t), including noise, arising
from an underlying signal Vs(t). Applying Eq. (S40) leads to
an estimate of the signal amplitude V, and a reconstructed
signal VoW (t). (c-e) Examples of weighting functions for (c)
averaging a dc voltage (Eq. (S39)); (d) estimating the am-
plitude of an oscillating voltage (Eq. (S63)); (e) high-fidelity
qubit readoutS!?.

where V; is proportional to the observable and W (t) is
a weighting function. Figure S2(a) shows an example
of such a weighting function. For example, if we are
measuring a constant voltage then

1 ifo<t<r
W(t) =
(*) {0 otherwise

as in Fig. S2(c).

The optimal estimate Vj can be derived using a least-
squares fit>%. In other words, we choose Vj to minimise
the integrated squared difference between the model and
the data. This implies that

(S39)

9 / T W) -Tew) =0 (S40)

o o

S5

where

V(t) = VoW (t) + In (1) (S41)
is the measured voltage trace including noise. Solving
Eq. (540) gives

— 1 o0
e / V)W) dt, (542)
™W J—co
where
oo
Tw = / W2(t) dt (S43)
—o0

is a normalisation factor which can be thought of as the
weighted duration of the measurement. Equation. (S40)
provides an optimal estimate of Vj in the sense that the
expectation value of Vj over many iterations is the true
value:

(Vo)

L / T VW) - W) Wt (S44)
™ J_c

=V, (S45)

since (Vx(t)) = 0. (If not, Vn(t) is a correctable offset
rather than noise).

Figure S2(b) shows an example of a “true” signal V()
associated with the weighting function in Fig. S2(a), and
one realisation of a measured signal V(t). Applying
Eq. (542) to generate an estimate Vj leads to a recon-
structed signal VoW (¢) which fairly accurately matches
the “true” signal.

As this figure suggests and Eq. (S45) confirms, the pro-
cedure estimates the correct V; on average. However, the
value derived from any individual voltage trace has an
uncertainty. This uncertainty is determined by the vari-
ance over a large number of estimates, each incorporating
a different realisation of the random noise. To calculate
this, we evaluate



S6

A 1 > / / /
W >_T3V< )dt/_ooV(t )W(t)dt> (S46)
1 ! /
T%// e’ (VO () WOW () (547
— o [ dear (i) + )W @) + V(D)WW () (848)
7'W
= / dtdt’ (ViW ()W (') + VoW (OW (') + VoW ()W (£) + Ve () W () W ()W () (S49)
—=/ / dtdt' (VW (W (¢) + VoV ()W (¢) + Vo (V@ WIW (1) + (Va (VA () WOW (). (S50)
w —00

Here the first line is a substitution from Eq. (S42), the
second line follows by rearrangement, the third line by
substituting from Eq. (S41), the fourth line by expand-
ing the brackets, and the fifth line follows because the
expectation values need to be taken only over combina-
tions of Vx(¢), which are the only stochastic terms. Since
the expectation value of V() is zero, Eq. (S50) simplifies
to:

—2 1
Vo)==
%

/ / h dt dt' VEW?2(t)W2(t')
+ (WO W () WHW ()

(S51)

1
=Vi+
Tw

o0
/ / dtdt’ (Vu(B)Va () W (W (1),
—00
(S52)
To proceed further, we need to assume that Vi(t) is
stationary. Our justification is discussed at the end of
Section S3 A 2. If we do this, we can evaluate Eq. (S52)

using the Wiener-Khinchin theorem (Eq. (S26)). The
double integral becomes

/ / " atar / T 2O SN W (W ()
_ / TSN U] / TRty / T dte 2wy

(853)
_ /_ T af SY L W= AW (S54)
:[%ws%wwwmﬁ (855)

where W[f] is the Fourier transform of W (t). The first
equation follows by rearrangement, the second equation
follows from the definition of the Fourier transform, and
the third equation follows because W (t) is real and there-
fore W[—f] = (W[f))".

Finally, Eqs. (S45), (S52), and (S55) can be combined

(

to give a compact expression for the variance of the esti-
mate Vj:

var(Vo) = (Vo) — (Vo)2 (S56)
1 oo
- [Cashumwur. s
Tw Jo
The uncertainty in the measured parameter Vj is
o (Vo) = \/var(Vp). (S58)

Equation (S57) is intuitive because the uncertainty is
determined by the overlap between the noise spectral
density SY,/[f] and the spectral weighting of the ex-
pected signal |W[f]|>. This is the fundamental relation-
ship between the spectral density of stationary noise and
the corresponding measurement uncertainty:.

2. Example 1: Uncertainty from a measurement with
fixed duration

Calculating the uncertainty is now a matter of choosing
the appropriate weighting function W([f] in Eq. (S57).
For example, consider a measurement in which V; must
be estimated from a measurement of fixed duration T,
along the lines of the amplitude estimate in Fig. 24(d) of
the main text. If we are measuring a constant voltage,
i.e. using W(t) given by Eq. (S39), then we find:

— (859)
wine =+ (DY) (5600)

and therefore
@ = [T (B0 yn s
~ %S‘I\}V[O], (S62)



where the approximation holds provided that Sy [f] is
smooth near the origin where |W([f]|? is large. This is
Eq. (124a) in the main text.

If we are measuring an oscillating voltage such as
Eq. (139) in the main text, then the appropriate win-
dow function is

W(t) = {Cos(27rf0t) ifo<t<r

S63
0 otherwise, (S63)

as in Fig. S2(b). If we can average over many cycles of
the oscillation, i.e. fo7 > 1, then

Tw A g (S64)
WIAR~ T O~ fl+ ol + ) (569

and therefore
var(V%) ~ =S¥y L] (566)

This leads to Eq. (140b).

3. Example 2: Uncertainty from a measurement using a
frequency filter

Another common situation is that we have filtered the
voltage record using a filter with amplitude transmis-
sion F[f]. The filtered record can be regarded as a mea-
surement of the underlying signal Vs(¢). What is the
uncertainty of this measurement?

If the Fourier transform of the original voltage is V[f],
the Fourier transform of the filtered signal is

(S67)

or equivalently

V(t) = /OO V(w)F(t —u)du

— 00

(S68)

where u is a time interval and F'(u) is the inverse Fourier
transform of F[f]. (Obviously a causal filter has F(t —
u) = 0 for ¢ < w.) This is the process that generates the
low-pass filtered traces in Fig. 24(d).

Equation (S68) has the same form as Eq. (S42), except
that W (u) has been replaced by a new weighting function
Tw F(t —u). The filtered voltage V(¢) is thus an estimate
of V5(t). Although the estimate may not be optimal in
the sense of Eq. (S45), a sensibly chosen filter often gets
pretty close, meaning that the error is dominated by fluc-
tuations due to Vi (¢) rather than by distortion of Vs(t)
due to the filter. The measurement uncertainty can then
be calculated by the same procedure as led to Eq. (S57),
giving

war(V(0) - Vs(0) = [ TSNP (S69)

0

~ By Sy [fo] (S70)

S7

where the approximation holds provided the noise spec-
trum is smooth across the filter passband. Here Vg(t) =~
Vs(t) is the filtered signal voltage, fo is the center fre-
quency of the filter, and

o0
Br= [ PR (571
0
is its equivalent noise bandwidth. As above, the uncer-
tainty is the square root of Eq. (S71).
In terms of the windowing function in the time do-
main associated with a filter in the frequency domain,

the equivalent noise bandwidth can be writtenS'!
By = (572)
= 2TW'

In other words, a top-hat time window of duration 7
admits the same amount of white noise as a brick-wall
frequency filter of bandwidth 1/27.

4. Example 3: Single-shot readout

Suppose we are trying to determine the state of a qubit.
Unlike the situation in Fig. 24, we do not simply need to
distinguish two levels of the readout signal, because the
qubit can decay during the measurement. The best way
to determine the state in this situation is explained in
Ref. S10.

At first sight, we might choose to apply Eq. (S42) with
an exponentially decaying weighting function W (t), to
match the expected decay profile of the qubit. This is
indeed the optimal way to determine the average qubit
state, but this is not the same as optimising single-shot
fidelity; to achieve high fidelity it is necessary (among
other things) to identify the small number of experimen-
tal runs in which the qubit decays rapidly from its excited
state. The optimum W (¢) must be determined numeri-
cally using the known signal-to-noise ratio and qubit re-
laxation time®!?; an example is shown in Fig. S2(e). In
fact, it is possible to do even better than this by applying
a non-linear filter®'? not described by Eq. (S42).

5. Example 4: Uncertainty in a combined measurement of
more than one observable

Suppose that we are trying to extract more than one
observable from a signal. For example, if

Vs(t) = Vi cos(2m fet + ) (S73)

we may want to estimate both the amplitude Vg and the
phase ¢.

We approach this general problem by explaining how
to do a linear fit and calculate its uncertainty. Suppose
we generalise Eq. (S38) by writing

Vs(t) =D ViWi(t) (S74)
k



where V), are the observables we want to estimate and
Wi (t) are their corresponding weightings. Then the same
process that led to Eq. (S42) leads to the matrix equation

Zaijj = ﬂk (875)
J
where
oy = / Wi ()W, () dt (S76)
B = / Wi(t)V(¢) dt. (S77)
Thus the optimal estimate is
(S78)

V= Z CiixfBr
3

where C is the covariance matrix, defined as the inverse
of Eq (S76):

C=a" (S79)
By a similar process that led to Eq. (S57), the variance

of the estimate, which by Eq. (S58) determines the un-
certainty in V, is

(V) = 3 CCyt [ SK WL WL .
k.l
(S80)
If the noise spectral density is white over the frequency
range of the signal, then this simplifies to
_ 1 N
V&I‘(Vj) = iSVVij. (881)
Let us apply Eq. (S81) to the observables in Eq. (S73).
Equation (S73) is not of the form of Eq. (S74) because
it is not linear in the observable ¢. However, we will
assume the common situation in which the fit function
varies linearly with changes in the fit parameters over the
range of uncertainty. For example, if we were trying to
measure the amplitude and phase of a segment of signal
from Fig. 24(b), the corresponding location in (V1, Vg)
space lies near the spots in Fig. 24(h), and the relative
uncertainty, given by the separation of the spots, is small.
We therefore convert the problem to a linear fit by writing

VkR = Vro + VR
= o+ 0p

(S82)
(S83)

where Vo and ¢y are known approximate values, and
0R and J¢ are the unknown deviations. Expanding in
0R and dp leads to

Vs(t) — Vro cos(2m fet + @o) =
OVRr cos(2m fet + o) — dpVRro sin(27 ft + o).
(S84)

S8

Clearly, fitting the left-hand side is equivalent to fit-
ting V5(t), and estimating 6Vi and d¢ is equivalent to
estimating Vg and ¢. The right-hand side of Eq. (S84)
is of the form of Eq. (S74), with

Vi =6W (S85)
Vo =dp (S86)
W1 (t) = cos(2m fet + o) (S87)
Wa(t) = —=Vro sin(27 fot + o). (S88)

If we measure this signal for a time 7 extending over
many cycles, Eq. (S76) leads to

_(T/2 0
o= ( 0 ngT/z) : (S89)
The resulting covariance matrix (Eq. (S79)) is
(2T 0
o= (% oia,) (390)

Substituting into Eq. (S81) finally gives the uncertainties
in the observables Vi and ¢:

U(ViR) — S‘lj\;[fc] (891)
N
o) = 2L (s92)

where the noise spectral density is evaluated at f. be-
cause that is the noise frequency which overlaps with the
weighting functions (Eqgs. (S87-S88)).

As noted, this procedure requires the uncertainty in
the fit parameters to be small enough for the fit function
to be linearised. If this is not true, the uncertainty must
be determined in some other way and does not in general
have a simple relation to the noise spectral density.

6. Uncertainty in measuring power; the radiometer
equation

Equation (S57) can be applied to a measurement of
voltage and, via Eq. (141), to any observable on which the
voltage depends linearly. However, a common situation
in which the model of Fig. S2 no longer holds is when
the observable is proportional to the signal power, for
example when measuring thermal noise. We can still
estimate the uncertainty using Egs. (542) and (S66), but
we need to use the spectral density of the power instead
of the voltageS!2.

To do this, assume that the signal V(t) whose power
content we are estimating is stationary. We model the
estimation process by assuming that we have a power
meter whose output M (t) is equal to the square of the
incident voltage within its detection bandwidth:

M(t) = V2(t). (S93)



V(t) = Vs(t) + Va(t) “B~ V(t) M(t) S
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Band-pass filter

Power meter Averaging
FIG. S3. Model of the process for estimating power in a signal
V(t). A real power meter, whose response depends on the
input frequency, is modelled as the combination of a band-
pass-filter whose output is the filtered voltage V(¢) followed
by an ideal power meter whose output is M (t) = V?(¢). The
average of the meter output gives M, which is the optimal
estimate of (V?).

This may represent a real power meter, or M (t) may be
calculated from the digitised V'(¢). As in Section S3 B, we
must estimate the power from a record of M(t) acquired
over a time 7. A model of this process®'® is shown in
Fig. S3.

We need the spectral density Spas[f]. To calculate
it, we first evaluate the autocorrelation function of M (t).
This is done with the help of Isserlis’ theorem®'*, which
states that

(M(t)M(t")) = (V2(£) V(1)) (S94)
= (VZ(0))(V2(t")) +2(V()V(t"))* (S95)
= (V2(0))2 +2(V(0)V(t —t'))?,  (S96)

provided that V(t) is stationary and obeys a gaussian
distribution. Using Eq. (S96) in combination wih the
Wiener-Khinchin theorem (Eq. (S8)) gives

oo

sl =2{ (P21 + 2 [

—o0

(S97)
To evaluate the second term we again use the
Wiener-Khinchin theorem, this time for the correla-
tor (V(0)V(¢)):

/_ gt ey () ()2

= i//[m dt dfl df2 SW[fl]SW[fQ]e2ﬂ—i(fl+f2*f)t
(598)

= i//_o; dfr dfz Syv[fi]Syy[f2]d[f1 + f2 — f] (S99)

1 oo
-1/
We now make the approximation that f is small enough
that Syy[fi1 — f] &= Syv|[f1]. This is valid because in the
final evaluation of the uncertainty, which comes from an
equation analogous to Eq. (S55), the noise spectral den-
sity is multiplied by the Fourier transform of the weight-
ing function corresponding to the final averaging step in
Fig. S3. By choosing a weighting function that varies
slowly (e.g. by averaging over a long time 7), we sup-
press high-frequency components®'® of W[f]. Applying

df1 Svv[f1]Svv[f1 — f]. (S100)

dt e~ 2wt <V(0)V(t)>2} .

S9

this approximation to Eq. (S100) and substituting into
Eq. (S97) gives

Sunlf ~ 2702111+ [ T dh S2lA (S101)

— 00

The first term, which is proportional to the average
power, contains the signal; the second term is the
noise S/ [f]-

We now use analogs of Eqgs. (S42) and (S57) to cal-
culate the expectation value and variance of M. For
simplicity, assume that the expected power is indepen-
dent of time so that the appropriate weighting function

is Eq. (S39). This leads (via Eq. (S42)) to:

(M) = (V2(0)) (S102)
=5 [ swlfa ($103)
-/ CIFAPSwId (S100)

and (via Eq. (S57)) to:
var(W) = - lim Y1) ($105)

1 > 4 o2

== [ irursteing, o)

0

where F[f] is the amplitude transmission of the filter
before the power meter. Obviously the power estimate is
related to M by

- M
P=—. 5107
5 (s107)

Let us approximate that Sy [f] is white, i.e. indepen-
dent of frequency within the detection bandwidth, and
that the filter transmits either all the signal or none of
it. In that case Eqgs. (S104) and (S106) combine into a

single expression for the signal-to-noise ratio:

VLY(M) _ 1 (S108)

VTBs

where By is the detection bandwidth. Equation (S108)
holds for any observable proportional to the power. An-
other way to express Eq. (S108) is as an uncertainty in
estimating the spectral density, once the noise is fully
characterised:

Svv|fo]

\/TBf ’

where fy is the center of the power meter’s detection
bandwidth. This is the famous radiometer equation, de-
rived by Dicke®'6 for microwave thermometers.

Another form of the radiometer equation, useful for
dark-matter searches®'”, is as the amplitude signal-to-
noise ratio in the power meter’s output when it is fed a

var(Syv[fo]) = (5109)
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FIG. S4. Circuits for generating demodulated filtered volt-
ages. (a) Homodyne circuit, to generate voltages as in
Eqgs. (S119-S120). (b) Heterodyne circuit, to generate a volt-
age as in Eq. (S126).

weak narrowband signal whose spectral density is much

less than the noise, i.e. for which S‘S/V < S‘I}IV. Then
Signal _ M — <V2N>
11
Noise ~— (8110)
var(M
= (S111)
— / S112

where Ps = V@ /Z, is the signal power. This is the signal-
to-noise ratio with which a signal power Ps can be mea-
sured within an acquisition time 7.

C. Effect of demodulation on the spectral density

As shown in Fig. 2, a high-frequency measurement
nearly always involves demodulation of the signal by mix-
ing it with a local oscillator. As one would expect, when
done properly this does not affect the accuracy of any
measurement based on this signal. We will now justify
this statement by calculating the signal and noise spec-
tral density after demodulation.

Suppose we have a voltage of the form

V(t) = A(t) cos(2m ft)+ B(t) sin(27 fet) + Vn(t), (S113)

where f. is the carrier frequency and Vx(t) is stationary
noise. We want to estimate the two slowly varying®'®
quadratures A(t) and B(t), assumed for simplicity to
be uncorrelated. An example of a voltage described
by Eq. (S113) is the reflected signal from a coherently il-
luminated circuit when both the real and imaginary parts
of the reflection coefficient are changing.

510

In principle we can estimate A(t) and B(t) directly
from V(t). If our measurement duration 7 is longer than
1/ f. but shorter than the timescale over which A and B
vary, then by Eq. (S66) the uncertainties are

o(A) = o(B) = y/var(4) (S114)

provided that S|, [f] varies smoothly near f..

If our measurement includes a demodulation step, then
we must estimate A(t) and B(t) from the demodulated
voltage. Whether the demodulation is homodyne (with
fLro = fc) or heterodyne (with fLo # f.), the estimates
should have the same uncertainty as Eq. (S115).

1. Homodyne demodulation

In a homodyne setup (Fig. S4(a)), we need to demod-
ulate with two quadratures in order to extract both A(t)
and B(t). This generates the two output voltages

(S116)
(S117)

where f. is both the the carrier frequency and the lo-
cal oscillator frequency. (For simplicity we have omitted
a prefactor /2/Lc, where L¢ is the mixer conversion
loss®!?.) Application of Eq. (S24) shows that the noise
spectral density in both mixer outputs is related to the
noise spectral density in V(t) by

Svulf] = (S118)

1
Z(S\I\/Iv[f - fc] + S\ljv[f + fc])
This is illustrated in Fig. S5.

To extract A(t) and B(t), the demodulated voltages
Ui (t) and Us(t) are low-pass filtered to generate voltages
Uy (t) and Ux(t). The filter cut-off should be chosen to
pass all components of A(t) and B(t) but reject com-
ponents near 2f.. It then follows from Egs. (S113) and
(S116-S117) that the filtered demodulated voltages are

Uy (t) = @ + UN(t) (S119)
Us(t) = @ + UN(t), (S120)

showing as expected that the outputs of the homodyne
circuit contain the two signal quadratures of V(t), plus
noise.

The spectral density of both noise components UY (¢)
and UN(¢) is

Stulf] = (S121)

ST + £l



Since UY,(t) is stationary®?°, we can apply Eq. (S62),
obtaining

o(A) = o(B) = y/var(4) (S122)
_ /20l (S123)
— S\le[ch (8124)

in agreement with Eq. (S115). This confirms that the
same information is present in the homodyne outputs as
was contained in the input.

Another way to express this result is to say that
the sensitivity when measuring the demodulated filtered
noise voltage (defined above Eq. (140)) is related to the
sensitivity when measuring the voltage at the mixer input
by

Syl = Sl

but that this does not change the accuracy of the mea-
surement because demodulation has also reduced the sig-
nal power in each quadrature by a factor of 2.

(S125)

2. Heterodyne demodulation

In a heterodyne setup (Fig. S4(b)) the entire signal
information is contained in the output of a single mixer.

We find

At B(t
U(t) = () cos(2mf_t) + # sin(2m f_t) + Un(t)
(5126)
with Un(¢) described by the spectral density
1
Sgw[f—] = zslljv[fc] (5127)
where f_ = f. — fuo and fLo is the local oscillator

frequency. Once again, this leads to the measurement
uncertainties given by Eq. (S115), thus confirming that
heterodyne demodulation, like homodyne demodulation,
preserves the information in the original signal.

D. The sideband method of determining measurement
sensitivity; derivation of Equation (124)

The sensitivity of a reflectometry measurement can in
principle be determined from Eq. (136). However, this
requires knowledge of the proportionality constant |g—¥( ,
which depends on many details of the circuit. It is usually
better to use Eq. (124), which we will now derive.

Suppose we want to find the sensitivity to charge @
on an SET. We modulate this charge in a known way, so
that

Q(t) = V2 Agums cos(2m fart), (5128)

S11

’ /V\ /v\
Svv(f]
o

—fe Frequency f fe
(b)
el 51‘/ e
—fe Frequency f fe

FIG. S5. The effect of homodyne demodulation on the spec-
tral density. (a) Cartoon of the spectral density at the mixer
rf input. The signal is concentrated near frequency fc; the
noise is white. (b) Cartoon of the spectral density at one of
the outputs, before and after low-pass filtering.

where fy1 < fe is the modulation frequency and Agyms is
the rms modulation amplitude. Since the reflected signal
is

Vs(t) = Vi Re (ei@“fct*%)r(t)) : (S129)

where V. and ¢, are the amplitude and phase of the car-
rier, and since for weak modulation we have

1) = To + 2L Q)

50 (S130)

this leads to

Vs(t) = Ve Re (T /2t te0))

(S131)

or .
127 fet+pc)
4 V.Q(t) Re (a e > :

Without loss of generality we assume 'y = 0 and choose

P = —arg (%)' The signal voltage is then

Vs(t) = Ve

or

862‘ Q(t) cos(2mfct). (S132)
We cannot yet use Eq. (136) because the cos(2m f.t)

term makes 0Vs/0Q non-constant. However, we can de-

fine

U(t) = LPF{Vs(¢) cos(2m f.t)} (S133)
% gg’ Q(t) (S134)

where LPF{-} denotes a low-pass filter. This gives us the
proportionality we need to use Eq. (136), which leads to:

4
Soolf] = W‘Sﬂl}lﬂj[ﬂ (S135)
= WS%/U + fe (S136)

where the second line follows from Eq. (S121).



We now substitute Eq. (S128) into Eq. (S132), leading
to

or

_ VeAims 5| (s t) + cos(2m ] 1))

V2
(5137)
where now fi = f. £ fum. The corresponding spectral
density is

Vs (t)

2

2 2
_ VA (61f = f+]+0[f = f-]). (S138)

or
SSvlfl = =

oQ

This describes the sidebands that appear in a spectrum
such as Fig. 22(c).

Now we are ready to derive Eq. (124). First, we note
that since a spectral analyser obviously cannot resolve
a delta function but instead measures the average of
Syv|f] over the resolution bandwidth Ay, the apparent
spectrum density of the signal at the peak of a sideband
is

2

V2AG .
Ye Bms ) (S139)

1A,

or
oQ
We then use this apparent spectral density to calculate

the power SNR, with the noise spectral density taken
from Eq. (S136):

Siv[fi] =

— spy [fi]
SNR = SN [/a) (5140)
Adins
= = S141
2Af SgQ [fm], ( )

which by further rearrangement gives the charge sensi-
tivity

Aqrms
V/2A; - SNR

The reward for deriving this equation is that all scaling
factors, such as |0T'/9Q)|, have dropped out, meaning that
the equation can be used without knowing details of the
reflectometry chain.

The final step is to re-express SNR in dB, after which
Eq. (S142) becomes

SN [f ]_ Aqrms
\VPeel/ml — \/ElOSNRdB/20.

This is Eq. (124). Clearly it can be applied to any other
measured quantity instead of charge Q.

Conveniently, SNRgp can be read off as a peak height
as in Fig. 22(c), provided that it is large enough; if not,
then the peak height overestimates SNR4p because it
fails to account for the contribution of the noise to the
total sideband power.

Finally we comment on the relationship between sen-
sitivity measured in the frequency domain (Eq. (124))
and in the time domain (Eq. (126)). If all relevant noise

SNolful = (S142)

(S143)

S12

sources are white and no additional noise is introduced
by demodulating or digitising the signal, then these two
equations will give the same result. In practice, the
frequency-domain method often gives a slightly better
apparent sensitivity because f,, can be chosen away from
noise spurs. When the target signal is nearly monochro-
matic, the frequency-domain method is often appropri-
ate; for broadband signals such as for qubit readout, the
frequency-domain result can be used as a best-case bound
but the time-domain result is usually more representa-
tive. Ultimately it is Eq. (S57) that determines which
components of the noise corrupt a measurement.
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S4. CHARGE DETECTION TABLE

Paper Technique System fr Qr \/ SSQ Tmin F (Tint) Special features
Schoelkopf 1998521 Resistive SET Al/AIOx 1700 6 12
Fujusawa 200052 Resistive SET GaAs 680 10 500 No cryo amp.
Fujusawa 20005 Resistive SET GaAs 700 4 36
Aassime 2001522 Resistive SET Al/AlOx 331 18 6.3
Aassime 2001°% Resistive SET Al/AlOx 332 24 3.2
Lehnert 200352 Resistive SET Al/AlOx 500 40
Lu 2003°% Resistive SET Al/AlOx 1091 24
Roschier 200452 Resistive SET Al/AlOx 471.2 38
Brenning 2006527 Resistive SET Al/AlIOx 345 11 0.9
Angus 2007528 Resistive SET Si 340 20 7.2
Ares 20165% Resistive ~ SET GaAs 211 1650
Schupp 20205%° Resistive ~ SET GaAs 200 15 60 SQUID amp.
Schupp 20205%° Resistive ~ DQD GaAs 210 15 25 ns SQUID amp.
Qin 20065%! QPC CS DQD GaAs 810 10 2000
Cassidy 200732 QPCCS DQD GaAs 332 8 200
Reilly 2007532 QPC CS DQD GaAs 220 15 1000
Barthel 200953 QPC CS DQD GaAs 600 90 (6 us)
Mason 20105%° QPC CS DQD GaAs 763 146 Superconducting Lc
House 2016°%¢ SET CS DQD Si:P  283.6 45 55 ns
Volk 2019%%7 SET CS DQD Si/SiGe 136 1500 2.1 ps
Keith 2019°%% SET CS DQD Si:P 223 40 0.36 ns* 97 (1.5 us)
Noiri 20205%° SET CS DQD Si 206.7 22 ns*
Connors 202054 SET CS DQD SiGe
Petersson 201054 Disp. DQD GaAs 385 8 200
Colless 2013542 Disp. DQD GaAs 704 70 6300 5 us
Gonzalez 201554 Disp. DQD Si 335 42 37
Stehlik 2015544 Disp. DQD InAs NW 7881 3000 7 ns QED cavit, JPA
Pakkiam 201854 Disp. DQD Si 339.6 266 82.9 (300 ps) Superconducting Lc
Ahmed 2018546 Disp. DQD Si 616 790 1.3 Superconducting Lc
West 2019547 Disp. DQD Si 266.9 38 6 ms* 73 (2 ms)
Schaal 2019548 Disp. DQD Si 621.9 966 80 ns Superconducting Lg, JPA
Zheng 20195° Disp. DQD Si 5711.6 2600 410 170 ns 98 (6 us) QED cavity
Superconducting Lc, waveguide
Ibberson 20215%° Disp. D@D Si 1880 100 10 ns Superconducting Lc, waveguide
House 2016°3¢ Disp. CS  DQD Si:P  244.8 100 550 ns
Urdampilleta 20195°* Disp. CS DQD Si 234 58 98 (0.5 ms)
Schaal 201954 Disp. CS DQD Si 621.9 966 0.25 Superconducting Lc, JPA
Bohuslavsky 20205°2 Disp. CS D@D Si 191 17 us*
Chanrion 2020%%3 Disp. CS DQD Si 286 70 5000

TABLE SI. Sensitivity SgQ (in pe/vHz) for measuring the charge occupation of single electron transistors (SETs) or double
quantum dots (DQDs) of various kinds. In the SET experiments, , /SgQ is sensitivity the charge occupation of the SET itself,

obtained by measuring its resistance with the rf setup (Resistive). In the DQD experiments, 1/559 refer to measuring the

charge occupation of the two quantum dots using either a quantum point contact charge sensor (QPC CS), an SET charge
sensor (SET CS), in-situ dispersive readout (Disp.) or dispersive charge sensing (Disp. CS). Next to the charge sensitivity

«/SSQ and the minimum integration time 7min to reach SNR = 1, we state the resonance frequency fr (in MHz), the quality
factor @y, and in the case of single-shot readout of spin qubits, the fidelity (in %) F (and corresponding integration time Ting).
The last column indicates special features of the resonators or the setups.

* These papers do not report Tmin directly; instead they report the SNR at another value of 7int, and we assume Timin = Tim/SNRi
if the SNR is expressed in terms of voltage and Tmin = Tint/SNR if it is expressed in terms of power.



S$5. COMPONENT TABLE

Name Reference
Resistor
1 kQ TE RP73D1J1KOBTDG S54
10 kQ TE RP73D1J10KBTDG S54
10 kQ ERA3APB103V
100 k2 TE RP73D1J100KBTDG S54
Capacitor
1 pF KEMET BRO6C109BAGAC S54
100 pF Murata GRM1885C1H101JA01 Sh4
100 pF CC0603JRNPO9BN101
1 nF Murata GRM1885C1H102JA01 S54
10 nF KEMET C0603C103J3GACTU S54
10 nF TDK CGA3E2C0G1H103J080AA
Inductor
270 nH TDK B82498F3271J001 S54
390 nH EPCOS B82498B3391J
470 nH  B82498B3471J
560 nH TDK B82498F3561J001 S54
820 nH  Coilcraft 1206CS-821XJL S52
820 nH  Coilcraft 1206CS-821XJE S45
1200 nH Coilcraft 1206CS122XJEB S37
Varicap diode
0.7 pF MA46H200 S54
11 pF MACOM MA46H204-1056 S29, S36, SH4

TABLE SII. List of components for PCB board resonators
used in various experiments. PCB sample holders stuffed with
SMD inductors for reflectometry are also commercially avail-
able from QDevil (www.qdevil.com).

BIBLIOGRAPHY

[S1] T. Fujisawa and Y. Hirayama, “Charge noise analysis of an
AlGaAs/GaAs quantum dot using transmission-type radio-
frequency single-electron transistor technique,” Appl. Phys.
Lett. 77, 543-545 (2000).

[S2] T. Fujisawa and Y. Hirayama, “Transmission type rf sin-
gle electron transistor operation of a semiconductor quantum
dot,” Japanese J. Appl. Phys 39, 2338 (2000).

[S3] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P.
Flannery, Numerical Recipes: The Art of Scientific Comput-
ing, 3rd ed. (Cambridge Univ. Press, 2007).

[S4] A. A. Clerk, M. H. Devoret, S. M. Girvin, F. Marquardt, and
R. J. Schoelkopf, “Introduction to quantum noise, measure-
ment, and amplification,” Rev. Mod. Phys. 82, 1155-1208
(2010).

[S5] P. Horowitz and W. Hill, The Art of Electronics, 3rd ed.
(Cambridge Univ. Press, 2015).

[S6] We define the Fourier transform by

VIf] = /jo V() e 2 iftay (S144)

oo
V(t) = / V[f] €2 i/t df. (S145)
— o0
The sign of the exponent is chosen so that voltage V' and cur-
rent I are related by V[f] = Z[f]I[f] with the conventional
definition®® of impedance Z[f]. For clarity, this Supplemen-
tary uses square brackets for quantities in frequency space.

[S7] For a proof of Eq. (S26), see Ref. S4 Appendix A.

[S8] We assume here that Sy [f] is well-approximated by its av-
erage over a small range, which is obviously true if Sy [f] is
continuous. In fact Eq. (S30) is also true if Sy v [f] is a delta
function.

[S9] An example of a voltage that is not stationary and cannot be
represented by a Fourier series is V(t) = At. If you have this

S14

in your experiment and you cannot correct for it, then you
have a problem.

[S10] J. Gambetta, W. A. Braff, A. Wallraff, S. M. Girvin, and

R. J. Schoelkopf, “Protocols for optimal readout of qubits

using a continuous quantum nondemolition measurement,”

Phys. Rev. A 76, 012325 (2007).

It is tempting to associate Ty with the “time constant” of the

filter. The temptation should be resisted, because this name

is usually reserved for the RC' time constant of a particular
filter implementation. Reference S55 tabulates the equivalent
noise bandwidth in terms of the RC' time constant for filters
of different order. This bandwidth can be converted to Ty
using Eq. (S72). For example, a first-order low-pass RC filter
has equivalent noise bandwidth By = 1/4RC and therefore

w = 2RC.

[S12] Unfortunately it is wrong to use Eq. (141) with X being the
power. The reason is that OP/0V = 2V/Zj is not constant
over the range of the noise.

[S13] You may ask what happens if you don’t filter the voltage be-
fore the power meter. The answer is that you cannot make
that choice. Any power meter, including one realised in soft-
ware, must have a limited bandwidth; otherwise, it would
need to respond instantaneously to any input.

[S14] Isserlis’ theorem (also known as the Wick probability theo-

rem) is proved in several places online, and for the valiant in
Ref. S56. Here’s a proof of the special case Eq. (S96), pitched
at the level of this Review.
Define X = V(¢1) and Y = V(¢2). Each is due to the combina-
tion of many independent noise sources, so obeys a Gaussian
distribution, as does the linear combination aX + bY for any
values of a and b. (In statistical terminology, X and Y fol-
low a multivariate normal distribution.) The variance of the
combination is

[S11

02 = ((aX 4+ bY)?) (S146)
= a2(X?) + 2ab(XY) 4+ b*(V?). (S147)

Now consider
((aX +bY)*) = 30* (S148)
=a*(X*) +6a20%(X2Y?) + b2 (YY) (S149)

where the first line follows from the properties of the uni-
variate Gaussian and the second line follows by expanding
the bracket and using that any expectation value contain-
ing an odd number of terms vanishes. Substituting o2 from
Eq. (S147) and balancing the a2?b? terms on each side gives:

3(2(X2)(Y?) +4(XY)?) = 6(X2Y?), (S150)

from which (since the statistical properties of X and Y are
identical):

(X2Y?) = (X?)% + 2(XY)? (S151)
as required.

[S15] To be precise, we need Byt > 1, where By is the bandwidth
of the sharpest feature in Syy. Often this is the bandwidth
of the power detector.

[S16] R. H. Dicke, “The measurement of thermal radiation at mi-
crowave frequencies,” Rev. Sci. Inst. 17, 268 (1946).

[S17] S. J. Asztalos, G. Carosi, C. Hagmann, D. Kinion, K. Van

Bibber, M. Hotz, L. J. Rosenberg, G. Rybka, J. Hoskins,

J. Hwang, P. Sikivie, D. B. Tanner, R. Bradley, and J. Clarke,

“SQUID-based microwave cavity search for dark-matter ax-

ions,” Phys. Rev. Lett. 104, 041301 (2010).

If A(t) and B(t) do not vary slowly compared to fc, then the

partition of V(t) into two quadratures need not be unique. For

example V (t) = sin(2w fct) cos(27 fct) cannot be partitioned
in this way.

We follow here the definition of Ref. S57, according to which

the mixer conversion loss Lc (when expressed in linear units

instead of in dB) is the ratio of rf input power to IF output

[S18

[S19


https://doi.org/10.1063/1.127038
https://doi.org/10.1063/1.127038
https://doi.org/10.1143/JJAP.39.2338
https://doi.org/10.1103/RevModPhys.82.1155
https://doi.org/10.1103/RevModPhys.82.1155
https://doi.org/10.1103/PhysRevA.76.012325
https://doi.org/10.1063/1.1770483
https://doi.org/10.1103/PhysRevLett.104.041301

[S20

[$21]

[S22]

[S23]

[S24]

[25]

(526

[$27]

[S28]

(29

[S30]

power. Conversion loss is sometimes definedS5® as the ratio of
rf input power to power in one IF sideband; by this definition
the conversion loss is L, = 2L¢.

This isn’t obvious, because Uy (t) and Uz(t) are clearly non-
stationary. To apply Eq. (S26) and therefore Eq. (S62), we
need to show that (UY (£)UY(¢)) is invariant under a common
translation of ¢t and ¢’. To do this, write

B . !yl
(UFOUY(E) = // "ap ap 2w N (HUN (1))
0

(S152)

and use that
UN[f] = VnIf — frol ;‘ Wlf + frol (S153)
UN[f] = Wlf - fLo];iVN[erfLo} (S154)
(Vi (f2)) = 5 S¥y L] 01f1 + . (5155)

This eventually leads to

NNy L Bs 2mif (t—t')

WY@y =5 [ are
X <5§V[f + frol + SPv [f - fLO]) ;

(S156)

where By is the cutoff of the low-pass filter. This expression
depends only on t — t' as required.

R. Schoelkopf, P. Wahlgren, A. Kozhevnikov, P. Delsing, and
D. Prober, “The radio-frequency single-electron transistor
(RF-SET): A fast and ultrasensitive electrometer,” Science
280, 1238 (1998).

A. Aassime, G. Johansson, G. Wendin, R. Schoelkopf, and
P. Delsing, “Radio-frequency single-electron transistor as
readout device for qubits: Charge sensitivity and backac-
tion,” Phys. Rev. Lett. 86, 3376 (2001).

A. Aassime, D. Gunnarsson, K. Bladh, P. Delsing, and
R. Schoelkopf, “Radio-frequency single-electron transistor:
Toward the shot-noise limit,” Appl. Phys. Lett. 79, 4031—
4033 (2001).

K. Lehnert, K. Bladh, L. Spietz, D. Gunnarsson, D. Schuster,
P. Delsing, and R. Schoelkopf, “Measurement of the excited-
state lifetime of a microelectronic circuit,” Phys. Rev. Lett.
90, 027002 (2003).

W. Lu, Z. Ji, L. Pfeiffer, K. West, and A. Rimberg, “Real-time
detection of electron tunnelling in a quantum dot,” Nature
423, 422-425 (2003).

L. Roschier, P. Hakonen, K. Bladh, P. Delsing, K. Lehnert,
L. Spietz, and R. Schoelkopf, “Noise performance of the radio-
frequency single-electron transistor,” J. Appl. Phys 95, 1274~
1286 (2004).

H. Brenning, S. Kafanov, T. Duty, S. Kubatkin, and P. Dels-
ing, “An ultrasensitive radio-frequency single-electron tran-
sistor working up to 4.2 K,” J. Appl. Phys 100, 114321
(2006).

S. Angus, A. Ferguson, A. Dzurak, and R. Clark, “A silicon
radio-frequency single electron transistor,” Appl. Phys. Lett.
92, 112103 (2008).

N. Ares, F. J. Schupp, A. Mavalankar, G. Rogers, J. Grif-
fiths, G. A. C. Jones, I. Farrer, D. A. Ritchie, C. G. Smith,
A. Cottet, G. A. D. Briggs, and E. A. Laird, “Sensitive
radio-frequency measurements of a quantum dot by tuning
to perfect impedance matching,” Phys. Rev. Appl. 5, 034011
(2016).

F. Schupp, F. Vigneau, Y. Wen, A. Mavalankar, J. Grif-
fiths, G. Jones, 1. Farrer, D. Ritchie, C. Smith, L. Camen-
zind, L. Yu, D. M. Zumbiihl, G. A. D. Briggs, N. Ares, and
E. A. Laird, “Sensitive radiofrequency readout of quantum
dots using an ultra-low-noise squid amplifier,” J. Appl. Phys
127, 244503 (2020).

515

[S31] H. Qin and D. A. Williams, “Radio-frequency point-contact
electrometer,” Appl. Phys. Lett. 88, 203506 (2006).

[S32] M. Cassidy, A. Dzurak, R. Clark, K. Petersson, I. Farrer,
D. Ritchie, and C. Smith, “Single shot charge detection using
a radio-frequency quantum point contact,” Appl. Phys. Lett.
91, 222104 (2007).

[S33] D. Reilly, C. Marcus, M. Hanson, and A. Gossard, “Fast
single-charge sensing with a rf quantum point contact,” Appl.
Phys. Lett. 91, 162101 (2007).

[S34] C. Barthel, D. Reilly, C. M. Marcus, M. Hanson, and A. Gos-
sard, “Rapid single-shot measurement of a singlet-triplet
qubit,” Phys. Rev. Lett. 103, 160503 (2009).

[S35] J. Mason, B. Djurkovic, J. Kycia, L. Gaudreau, S. Studenikin,
A. Kam, and A. Sachrajda, “A high speed radio-frequency
quantum point contact charge detector for time resolved read-
out applications of spin qubits,” Physica E: Low-dimensional
Systems and Nanostructures 42, 813-816 (2010).

[S36] M. House, I. Bartlett, P. Pakkiam, M. Koch, E. Peretz,
J. Van Der Heijden, T. Kobayashi, S. Rogge, and M. Sim-

“High-sensitivity charge detection with a single-lead
quantum dot for scalable quantum computation,” Phys. Rev.
Appl. 6, 044016 (2016).

[S37] C. Volk, A. Chatterjee, F. Ansaloni, C. M. Marcus, and

F. Kuemmeth, “Fast charge sensing of Si/SiGe quantum dots

via a high-frequency accumulation gate,” Nano Letters 19,

5628-5633 (2019).

D. Keith, M. G. House, M. B. Donnelly, T. F. Watson, B. We-

ber, and M. Y. Simmons, “Single-shot spin readout in semi-

conductors near the shot-noise sensitivity limit,” Phys. Rev.

X 9, 041003 (2019).

[S39] A. Noiri, K. Takeda, J. Yoneda, T. Nakajima, T. Kodera, and
S. Tarucha, “Radio-frequency-detected fast charge sensing in
undoped silicon quantum dots,” Nano Letters 20, 947-952
(2020).

[S40] E. J. Connors, J. Nelson, and J. M. Nichol, “Rapid high-
fidelity spin-state readout in Si/Si-Ge quantum dots via rf
reflectometry,” Phys. Rev. Appl. 13, 024019 (2020).

[S41] K. Petersson, C. Smith, D. Anderson, P. Atkinson, G. Jones,
and D. Ritchie, “Charge and spin state readout of a double
quantum dot coupled to a resonator,” Nano Lett. 10, 2789—
2793 (2010).

[S42] J. Colless, A. Mahoney, J. Hornibrook, A. Doherty, H. Lu,
A. Gossard, and D. Reilly, “Dispersive readout of a few-
electron double quantum dot with fast rf gate sensors,” Phys.
Rev. Lett. 110, 046805 (2013).

[S43] M. Gonzalez-Zalba, S. Barraud, A. Ferguson, and A. Betz,

“Probing the limits of gate-based charge sensing,” Nat. Com-

mun. 6, 1-8 (2015).

J. Stehlik, Y.-Y. Liu, C. Quintana, C. Eichler, T. Hartke, and

J. R. Petta, “Fast charge sensing of a cavity-coupled double

quantum dot using a josephson parametric amplifier,” Phys.

Rev. Appl. 4, 014018 (2015).

[S45] P. Pakkiam, A. Timofeev, M. House, M. Hogg, T. Kobayashi,
M. Koch, S. Rogge, and M. Y. Simmons, “Single-shot single-
gate rf spin readout in silicon,” Phys. Rev. X 8, 041032
(2018).

[S46] 1. Ahmed, J. A. Haigh, S. Schaal, S. Barraud, Y. Zhu, C.-m.
Lee, M. Amado, J. W. A. Robinson, A. Rossi, J. J. L. Morton,
and M. F. Gonzalez-Zalba, “Radio-frequency capacitive gate-
based sensing,” Phys. Rev. Appl. 10, 014018 (2018).

[S47] A. West, B. Hensen, A. Jouan, T. Tanttu, C.-H. Yang,
A. Rossi, M. F. Gonzalez-Zalba, F. Hudson, A. Morello, D. J.
Reilly, and A. S. Dzurak, “Gate-based single-shot readout of
spins in silicon,” Nat. Nanotechnol. 14, 437-441 (2019).

[S48] S. Schaal, I. Ahmed, J. A. Haigh, L. Hutin, B. Bertrand,
S. Barraud, M. Vinet, C.-M. Lee, N. Stelmashenko, J. W. A.
Robinson, J. Y. Qiu, S. Hacohen-Gourgy, I. Siddiqi, M. F.
Gonzalez-Zalba, and J. J. L. Morton, “Fast gate-based read-
out of silicon quantum dots using josephson parametric am-
plification,” Phys. Rev. Lett. 124, 067701 (2020).

mons,

[$38

[S44


https://doi.org/10.1126/science.280.5367.1238
https://doi.org/10.1126/science.280.5367.1238
https://doi.org/10.1103/PhysRevLett.86.3376
https://doi.org/10.1063/1.1424477
https://doi.org/10.1063/1.1424477
https://doi.org/10.1103/PhysRevLett.90.027002
https://doi.org/10.1103/PhysRevLett.90.027002
https://doi.org/10.1038/nature01642
https://doi.org/10.1038/nature01642
https://doi.org/10.1063/1.1635972
https://doi.org/10.1063/1.1635972
https://doi.org/10.1063/1.2388134
https://doi.org/10.1063/1.2388134
https://doi.org/10.1063/1.2831664
https://doi.org/10.1063/1.2831664
https://doi.org/10.1103/PhysRevApplied.5.034011
https://doi.org/10.1103/PhysRevApplied.5.034011
https://doi.org/10.1063/5.0005886
https://doi.org/10.1063/5.0005886
https://doi.org/10.1063/1.2205159
https://doi.org/10.1063/1.2809370
https://doi.org/10.1063/1.2809370
https://doi.org/10.1063/1.2794995
https://doi.org/10.1063/1.2794995
https://doi.org/10.1103/PhysRevLett.103.160503
https://doi.org/10.1016/j.physe.2009.11.108
https://doi.org/10.1016/j.physe.2009.11.108
https://doi.org/10.1103/PhysRevApplied.6.044016
https://doi.org/10.1103/PhysRevApplied.6.044016
https://doi.org/10.1021/acs.nanolett.9b02149
https://doi.org/10.1021/acs.nanolett.9b02149
https://doi.org/10.1103/PhysRevX.9.041003
https://doi.org/10.1103/PhysRevX.9.041003
https://doi.org/10.1021/acs.nanolett.9b03847
https://doi.org/10.1021/acs.nanolett.9b03847
https://doi.org/10.1103/PhysRevApplied.13.024019
https://doi.org/doi.org/10.1021/nl100663
https://doi.org/doi.org/10.1021/nl100663
https://doi.org/doi.org/10.1103/PhysRevLett.110.046805
https://doi.org/doi.org/10.1103/PhysRevLett.110.046805
https://doi.org/10.1038/ncomms7084
https://doi.org/10.1038/ncomms7084
https://doi.org/10.1103/PhysRevApplied.4.014018
https://doi.org/10.1103/PhysRevApplied.4.014018
https://doi.org/10.1103/PhysRevApplied.10.014018
https://doi.org/doi.org/10.1038/s41565-019-0400-7
https://doi.org/10.1103/PhysRevLett.124.067701

[S49]

[S50]

[S51]

[S52]

[S53]

G. Zheng, N. Samkharadze, M. L. Noordam, N. Kalhor,
D. Brousse, A. Sammak, G. Scappucci, and L. M. Vander-
sypen, “Rapid gate-based spin read-out in silicon using an
on-chip resonator,” Nat. Nanotechnol. 14, 742-746 (2019).
D. J. Ibberson, T. Lundberg, J. A. Haigh, L. Hutin,
B. Bertrand, S. Barraud, C.-M. Lee, N. A. Stelmashenko,
G. A. Oakes, L. Cochrane, J. W. Robinson, M. Vinet, M. F.
Gonzalez-Zalba, and L. A. Ibberson, “Large Dispersive In-
teraction between a CMOS Double Quantum Dot and Mi-
crowave Photons,” PRX Quantum 2, 020315 (2021).

M. Urdampilleta, D. J. Niegemann, E. Chanrion, B. Jadot,
C. Spence, P. A. Mortemousque, C. Béauerle, L. Hutin,
B. Bertrand, S. Barraud, R. Maurand, M. Sanquer, X. Jehl,
S. De Franceschi, M. Vinet, and T. Meunier, “Gate-based
high fidelity spin readout in a CMOS device,” Nat. Nanotech.
14, 737 (2019).

H. Bohuslavskyi, F. Ansaloni, A. Chatterjee, F. Fedele,
T. Rasmussen, B. Brovang, J. Li, L. Hutin, B. Venitucci,
B. Bertrand, M. Vinet, Y.-M. Niquet, and F. Kuemmeth,
“Reflectometry of charge transitions in a silicon quadruple
dot,” arXiv preprint arXiv:2012.04791 (2020).

E. Chanrion, D. J. Niegemann, B. Bertrand, C. Spence,

[S54

[S55]

[S56]
[S57]

[S58]

516

B. Jadot, J. Li, P.-A. Mortemousque, L. Hutin, R. Maurand,
X. Jehl, M. Sanquer, S. De Franceschi, C. Bauerle, F. Bale-
stro, Y.-M. Niquet, M. Vinet, T. Meunier, and M. Urdampil-
leta, “Charge detection in an array of CMOS quantum dots,”
Phys. Rev. Appl. 14, 024066 (2020).

D. J. Ibberson, L. A. Ibberson, G. Smithson, J. A. Haigh,
S. Barraud, and M. F. Gonzalez-Zalba, “Low-temperature
tunable radio-frequency resonator for sensitive dispersive
readout of nanoelectronic devices,” Appl. Phys. Lett. 114,
123501 (2019).

Zurich, “Principles of lock-in detection and the state
of the art,” https://www.zhinst.com/sites/default/
files/1i_primer/zi_whitepaper_principles_of_lock-in_
detection.pdf (2016).

S. Janson, Gaussian Hilbert Spaces (Cambridge Univ. Press,
1997).

D. M. Pozar, Microwave Engineering (John Wiley and Sons,
2012).

Minicircuits, “Understanding mixers - terms defined, and
measuring performance,” https://www.minicircuits.com/
pages/pdfs/an00009.pdf (2008).


https://doi.org/10.1038/s41565-019-0488-9
https://doi.org/10.1103/PRXQuantum.2.020315
https://doi.org/10.1038/s41565-019-0443-9
https://doi.org/10.1038/s41565-019-0443-9
https://arxiv.org/abs/2012.04791
https://doi.org/10.1103/PhysRevApplied.14.024066
https://doi.org/10.1063/1.5082894
https://doi.org/10.1063/1.5082894
https://www.zhinst.com/sites/default/files/li_primer/zi_whitepaper_principles_of_lock-in_detection.pdf
https://www.zhinst.com/sites/default/files/li_primer/zi_whitepaper_principles_of_lock-in_detection.pdf
https://www.zhinst.com/sites/default/files/li_primer/zi_whitepaper_principles_of_lock-in_detection.pdf
https://doi.org/10.1017/CBO9780511526169
https://www.minicircuits.com/pages/pdfs/an00009.pdf
https://www.minicircuits.com/pages/pdfs/an00009.pdf

	Supplementary.pdf
	Probing quantum devices with radio-frequency reflectometry
	Contents
	Scattering parameters for a transmission measurement
	The series equivalent of a reflectrometry resonator; derivation of Equation (42)
	Using spectral densities
	How to calculate a spectral density
	Definition of SVV[f] in terms of a Fourier integral
	When the two expressions for SVV[f] are equivalent
	Evaluating the Fourier integral

	How to derive a measurement uncertainty from the spectral density
	Uncertainty in measuring a voltage
	Example 1: Uncertainty from a measurement with fixed duration
	Example 2: Uncertainty from a measurement using a frequency filter
	Example 3: Single-shot readout
	Example 4: Uncertainty in a combined measurement of more than one observable
	Uncertainty in measuring power; the radiometer equation

	Effect of demodulation on the spectral density
	Homodyne demodulation
	Heterodyne demodulation

	The sideband method of determining measurement sensitivity; derivation of Equation (124)

	Charge detection table
	Component table
	Bibliography





