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#### Abstract

I show that systematic asymmetric risk measures, such as coskewness or tail risk beta, can complement each other when implementing an investment strategy based on them. I propose a simple approach to combining these measures and obtaining anomalous returns above the premiums associated with each measure separately. I show that various multivariate regression setups that combine the asymmetric risk measures perform poorly. Instead, I use instrumented principal component analysis and construct portfolios that are neutral with respect to the common sources of risk associated with these measures. The resulting portfolios enjoy abnormal returns that no other factor model can fully explain, although there is a clear relation between asymmetric risk measures and the momentum factor. I also show that some measures can contribute significantly to the performance of a model with a linear factor structure.
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## 1 Introduction

The nonlinear systematic behavior of stock returns has been a fruitful area of research in the empirical asset pricing literature. Many statistical measures that capture the essence of these features have been proposed as significant cross-sectional predictors. They all attempt to capture the natural human aversion to extreme adverse events, especially in bad times. However, the definition of these extreme events and bad times tends to differ across specifications. There is no theoretical answer as to which specification is the right one. I propose an approach that combines these measures into a portfolio that efficiently exploits the associated premiums.

Many of the studied systematic asymmetric risk measures produce differing significance levels for their risk premium. This variability is contingent upon the research environment in which they are assessed. I intend to enhance their performance by merging these measures and averaging out the associated noise. Unfortunately, regression models based on Lewellen (2015) exhibit poor performance, even when I utilize regularization techniques like lasso or ridge regression.

Instead, I propose to use the instrumented principal component analysis (IPCA) by Kelly et al. (2019). Using the unrestricted version of their model, I am able to differentiate between risk compensation for bearing the risk related to the common factors and the risk associated with the non-linear features of the measures. I construct a portfolio that is conditionally neutral with respect to the exposures to the associated latent factors. Nevertheless, it yields an annualized Sharpe ratio of up to 0.97 . This result shows that the employed asymmetric measures can be successfully used to yield significant alphas.

Furthermore, the abnormal returns cannot be explained by any other factor model, including IPCA factors estimated using the original dataset of 32 characteristics. However, the returns of this arbitrage portfolios are generally exposed to the momentum factor. Assuming a constant relationship between asymmetric risk measures and arbitrage portfolio formation, accounting for this exposure only partially diminishes the abnormal returns. When I allow for time variation in the relationship, the decline in efficiency causes momentum to fully capture the abnormal returns.

I also examine the alignment of asymmetric risk measures with exposures to common linear factors. A six-factor model using asymmetric risk measures as proxies for exposures to these latent factors is required to capture the anomaly returns associated with eleven measures. This result suggests that these variables have little redundancy for asset prices. In addition, a portfolio that is mean-variance efficient and has asymmetric risks explaining the factor loadings can result in a Sharpe ratio of approximately 1.15.

When evaluating the asymmetric risk measures in a controlled environment of 32 characteristics from Kelly et al. (2019), three measures significantly impact the fit of the latent factor model: downside beta, hybrid tail covariance risk, and negative semibeta. Additionally, when evaluated together, asymmetric risk measures generate mildly significant $p$-values of approximately $7 \%$ in this setting. These results show that some measures are related to the betas with respect to common factors.

The present analysis is related to several strands of the literature. The first deals with the emergence of the so-called factor zoo-many factors that are supposed to price the crosssection of stock returns. However, there is no clear consensus on what researchers should think about this claim. Some results suggest that a substantial fraction of the factors is a proxy for underlying common risks, and by including them, we can average out the noise associated with each factor and identify the driving force behind the formation of expected returns (Kozak et al., 2020).

Another ongoing discussion in empirical asset pricing regards characteristics vs. covariances. A risk-based explanation of expected returns claims that only exposures to common movements should constitute price determinants for the cross-section of asset returns. If a characteristic predicts future returns, it should be because this characteristic is a good proxy of systematic risk exposure. Similarly, as in the factor zoo discussion, there is still no obvious conclusion. Some results claim that we can form an arbitrage portfolio that enjoys abnormal returns without exposure to systematic risk (Kim et al., 2020; Lopez-Lira and Roussanov, 2020), while others suggest that exposures capture all the essential pricing information (Kelly et al., 2019, 2023). Moreover, those exposures to the common fluctuations should be fully described by the betas, which are based on a simple covariance measure of dependence.

Much of the progress in recent years has been made in both strands of the literature, separately and simultaneously. Unfortunately, these research efforts tend to focus only on accounting variables and simple market friction characteristics, neglecting various measures of nonlinear systematic dependence between stocks and common factors. I relate to these studies by investigating a number of systematic asymmetric risk measures in a multivariate setting in the factor context.

Related studies have tended to shy away from this type of risk, probably due to the relatively greater difficulty in estimating them compared to conventional accounting variables. Nonetheless, investigating these risks is compelling in terms of revealing the factor structure of asset returns since they hold a distinct position among characteristics. In particular, they represent the joint behavior of stock returns and a general measure of risk that cannot be captured by the standard covariances with tradable factors. Due to their relationship to conventional measures based on covariance, it is challenging to determine the portion of the
risk premium connected to the non-linear dependence versus the overall linear dependence for the asymmetric risk measures.

In response, I create arbitrage portfolios that are neutral with respect to the factors associated with these measures. I use asymmetric risk measures as proxies for exposure to common linear factors. I construct portfolios that exploit the premiums associated with their non-systematic components. My findings show significant efficiency and performance of the resulting portfolios using this method. Furthermore, I assess the added value of these measures for explaining the exposures to the common factors, controlling for conventional characteristics traditionally utilized in related studies. I show that some measures are suitable proxies for the exposures to the common factors. So, are the asymmetric measures of risk alphas or betas? I show that they can act as both.

### 1.1 Theoretical Motivation

The empirical research, centered around the expected utility assumption, focuses on the implementation of the equation

$$
\begin{equation*}
\mathbb{E}_{t}\left[m_{t+1} r_{i, t+1}\right]=0 \tag{1}
\end{equation*}
$$

which can be interpreted in terms of (co)variances as

$$
\begin{equation*}
\mathbb{E}_{t}\left[r_{i, t+1}\right]=\underbrace{\frac{\operatorname{Cov}_{t}\left(m_{t+1}, r_{i, t+1}\right)}{\mathbb{\operatorname { V a r } _ { t } ( m _ { t + 1 } )}}}_{\beta_{i, t}^{m}} \underbrace{\left(-\frac{\mathbb{V a r}_{t}\left(m_{t+1}\right)}{\mathbb{E}_{t}\left[m_{t+1}\right]}\right)}_{\lambda_{t}} \tag{2}
\end{equation*}
$$

This statement implies that the priced exposure to the risk is adequately measured by the regression coefficient, $\beta_{i, t}^{m}$, obtained from regressing excess stock return on the stochastic discount factor, $m_{t+1}$. Further, if we assume linearity of the discount factor in some set of factors $f$, which proxy for the growth of marginal substitution, i.e., $m_{t+1}=\delta \frac{u^{\prime}\left(c_{t+1}\right)}{u^{\prime}\left(c_{t}\right)} \approx$ $a+b^{\prime} f_{t+1}$, this leads to

$$
\begin{gather*}
\mathbb{E}_{t}\left[r_{i, t+1}\right]=\alpha_{i, t}+\lambda^{\prime} \beta_{i, t}  \tag{3}\\
r_{i, t+1}=\alpha_{i, t}+\beta_{i, t}^{\prime} f_{t+1}+\epsilon_{i, t+1} \tag{4}
\end{gather*}
$$

where $\beta_{i, t}$ are the multiple regression coefficients of $r_{i, t}$ on $f_{t}$, and $\lambda$ is vector of risk prices associated with factors $f$. In the case of tradable factors, $\lambda$ is equal to the expected value of $f$. This line of reasoning constitutes a base for the empirical factor literature such as the arbitrage pricing theory of Ross (1976), the three-factor model of Fama and French (1993), etc. One of the main implications of the theory is that the non-systematic part of the risk,
$\alpha_{i, t}$, should be equal to zero. Statistical tests such as Gibbons et al. (1989) provide inference on goodness of fit by testing this restriction.

On the other hand, there are models that deviate from the expected utility framework and/or linearity assumption of the stochastic discount factor. Examples of the former are models that introduce some form of behavioral bias, such as the disappointment aversion utility of Gul (1991). Based on that framework, Ang et al. (2006) introduced a cross-sectional relation between expected returns and downside beta, dependence between market and stock return conditional on the market being below its mean. A pioneer of the later violation is the work of Harvey and Siddique (2000), which assumes that the stochastic discount factor is quadratic in the market return, which introduces conditional systematic skewness as a priced risk characteristic. More recently, based on the recursive utility with disappointment aversion of Routledge and Zin (2010), Farago and Tédongap (2018) argue that betas with various asymmetric specifications of market return and volatility should be significantly priced in the cross-section.

Based on those arguments, risk exposure cannot be sufficiently captured by the simple betas with tradable factors. The cross-sectional relation between stock returns and risk changes to

$$
\begin{gather*}
\mathbb{E}_{t}\left[r_{i, t+1}\right]=\delta^{\prime} g\left(r_{i, t+1}, f_{t+1}^{*}\right)+\lambda^{\prime} \beta_{i, t}  \tag{5}\\
r_{i, t+1}=\delta^{\prime} g\left(r_{i, t+1}, f_{t+1}^{*}\right)+\beta_{i, t}^{\prime} f_{t+1}+\epsilon_{i, t+1} \tag{6}
\end{gather*}
$$

where $g$ is a function of asset return and some factor-asymmetric risk measure (ARM) where $\delta$ is a vector of related prices of risk. We can see that this specification leads to the rejection of the non-significant alpha assumption from above.

The uniqueness of an ARM can lie either in the choice of the dependence function $g$ or in the choice of the factor $f^{*}$. In this study, I utilize two types of asymmetric risk measures. The first one captures systematic exposure using an asymmetric non-linear type of dependence with some conventional factor, such as the market return. These measures are typically related to the theoretical deviation from the expected utility theory. An example of this type of measure is the aforementioned downside beta of Ang et al. (2006) that measures covariance between market and stock return conditional on the market performing poorly.

The second one is defined by utilizing an asymmetric non-linear type of aggregate risk factor. This type is usually related to the violation of the linearity assumption regarding the stochastic discount factor. An example of such a factor would be the common time-varying component of return tails in the case of tail risk beta of Kelly and Jiang (2014).

In recent years, researchers have proposed many asymmetric risk measures to possess
the ability to explain and predict stock returns. However, their ability to complement each other when implementing an investment strategy has yet to be researched. Related to that, there has yet to be an effort to investigate whether there is some small number of latent factors that would explain the abnormal returns related to these measures. Studies usually control for some pre-specified set of factors and conclude that abnormal returns cannot be explained by exposure to those factors. Because the choice of the factors will always be somewhat arbitrary, I will entertain the question of whether there is any set of factors that can eliminate significant alphas related to asymmetric risk measures. I investigate these questions using a representative set of eleven asymmetric risk measures in their multivariate setting.

The rest of the paper is structured as follows. Section 2 introduces data and asymmetric risk measures that I use in the further analysis. Section 3 investigates the arbitrage returns related to the asymmetric risk measures. Section 4 inspects relation between the arbitrage returns and the momentum factor and characteristic. Section 5 entertains the possibility that the compensation for bearing asymmetric risk is time-varying. Section 6 discusses the factor structure that the IPCA model yields. And finally, Section 7 concludes the whole investigation.

## 2 Asymmetric Risk Measures

In this section, I provide a first look at the asymmetric risk measures that are employed in the main analysis. I show they possess a sizable variation of the significance of the related anomaly premiums based on the research setting in which I estimate them. This observation supports the intention to evaluate the asymmetric risk measures jointly to extract the important component for the asset prices.

### 2.1 Data

In the empirical investigation, I employ a representative set of eleven asymmetric risk measures. Those measures are coskewness (coskew) of Harvey and Siddique (2000), cokurtosis (cokurt) of Dittmar (2002), downside beta (beta_down) of Ang et al. (2006), downside correlation (down_corr) based on Hong et al. (2006) and Jiang et al. (2018), hybrid tail covariance risk (htcr) of Bali et al. (2014), tail risk beta (beta_tr) of Kelly and Jiang (2014), exceedance coentropy measure (coentropy) based on Backus et al. (2018) and Jiang et al. (2018), predicted systematic coskewness (cos_pred) of Langlois (2020), negative semibeta (beta_neg) of Bollerslev et al. (2021), multivariate crash risk (mcrash) of Chabi-Yo et al.
(2022), and downside common idiosyncratic quantile risk (CIQ) beta (ciq_down) of Barunik and Nevrla (2022). The choice of the variables corresponds to the fact that they capture different aspects of the return dependence in terms of non-linearity and asymmetry. I provide an overview of how the measures are estimated in Appendix A. I estimate those measures using either daily or monthly return data from the CRSP database that starts in January 1963 and ends in December 2018.

In the further analysis, I also use a set of 32 characteristics from Freyberger et al. (2020), which is an intersection of data used by Freyberger et al. (2020) and Kelly et al. (2019). These characteristics are employed to estimate the baseline specification of the model of Kelly et al. (2019). I merge the dataset of ARMs with the characteristics dataset and include only observations that possess information about all the characteristics. Therefore, I work with a stock universe that is fully transparent for investors and eligible for trading based on a wide variety of strategies. The full merged dataset contains 1,519,754 stockmonth observations of 12,505 unique stocks. To show the variability of the risk premiums significance related to the ARMs, I also employ a dataset that strips down penny stocks, which I define as stocks with a price less than $\$ 5$ or capitalization below $10 \%$ quantile of the NYSE-traded stocks each month. The dataset that excludes penny stocks yields 947,897 stock-month observations of 8,477 unique stocks.

I use an initial window of 5 years to estimate the ARMs; because of that, the first prediction period constitutes January 1968 in the case of in-sample analysis. When performing out-of-sample exercises, I set the initial estimation period to be 60 months, so the out-ofsample prediction starts in January 1973.

### 2.2 Correlation Structure

First, to gain some intuition regarding the common variation of the ARMs, I investigate their correlation structure. Figure 1 contains correlations between ARMs themselves. Correlations are obtained as time-series averages of the cross-sectional correlations. We can see that the highest absolute values of correlations are between coentropy and downside correlation with a value of 0.94 , downside beta and negative semibeta with a value of 0.70 , and coskewness and downside correlation with a value of -0.61 . The rest of the correlations vary quite a lot, with some being close to zero and some relatively high.

The first column of Table 1 summarizes how each measure is generally related to the others by reporting average absolute correlations across all measures. We observe that the downside beta possesses the highest level of similarity with other measures, with the average absolute correlation equal to 0.29 . On the other hand, the least correlated measure is tail

Figure 1: Correlation structure across ARMs. The figure captures time-series averages of cross-sectional correlations between asymmetric risk measures. Data include the period between January 1968 and December 2018.

risk beta, with an average value of only 0.02 .
The findings reveal potential variables associated with the common variation seen in ARMs. Conversely, some variables remain independent. In general, higher average correlations indicate ARMs that rely on non-linear measures of dependence with the market factor, like downside beta or downside correlation. The measures that capture non-linear factors unrelated to the market factor, specifically tail risk beta or downside CIQ beta, display lower correlations with the other measures and thus are expected to offer more pricing information when accounting for exposure to common factors.

### 2.3 Fama-MacBeth Regressions

Next, I present the first results on how ARMs align with the cross-section of asset returns. To do that, I run Fama and MacBeth (1973) cross-sectional regressions and report the results in Table 2 in Panel A. I report both univariate estimates and estimates obtained by controlling for four characteristics widely employed in the literature: market beta, size, book-to-market, and momentum. Below the estimated coefficients, I include $t$-statistics based on the NeweyWest robust standard errors using the procedure of Newey and West (1994) to select the number of lags.

From the univariate results, it is evident that the cross-sectional pricing implications of ARMs vary considerably in their significance. Looking at the all-stock results, the highest

Table 1: Average correlations of $A R M s$. Panel A of the table reports time-series averages of cross-sectional correlations for each ARM averaged across all other ARMs or 32 characteristics employed in Kelly et al. (2019). Panel B reports average correlations between managed portfolios. The average correlation for each ARM is obtained by averaging correlations across all other ARM portfolios or 32 characteristic managed portfolios. Data cover the period between January 1968 and December 2018.

|  | Variables |  |  | Managed portfolios |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | with ARMs | with others |  | with ARMs | with others |
| coskew | 0.24 | 0.02 |  | 0.32 | 0.16 |
| cokurt | 0.24 | 0.11 |  | 0.30 | 0.35 |
| beta_down | 0.29 | 0.08 |  | 0.40 | 0.36 |
| down_corr | 0.27 | 0.02 |  | 0.39 | 0.22 |
| htcr | 0.19 | 0.11 |  | 0.29 | 0.48 |
| beta_tr | 0.02 | 0.02 |  | 0.07 | 0.08 |
| coentropy | 0.25 | 0.02 |  | 0.39 | 0.24 |
| cos_pred | 0.20 | 0.12 |  | 0.39 | 0.43 |
| beta_neg | 0.19 | 0.13 |  | 0.36 | 0.47 |
| mcrash | 0.16 | 0.05 |  | 0.32 | 0.25 |
| ciq_down | 0.08 | 0.04 |  | 0.21 | 0.18 |

significance possesses the downside CIQ beta with $t$-statistics of 2.69 . Cokurtosis yields $t$ statistics of -3.15 . Unfortunately, the sign of the coefficient is counterintuitive. Coskewness is, on the other side, significant with an expected sign. Tail risk beta is borderline significant with a $t$-stat of 1.89 . The rest of the variables are deemed insignificant in the presented setting. When we move to the controlled setting, most variables become slightly less significant with few exceptions, such as tail risk beta, which becomes significant ( $t$-stat=2.10), or downside beta, which becomes also significant, but with a negative sign.

Panel B of Table 2 reports the results using the dataset that excludes penny stocks. Generally, coefficients become more significant (or less significant if they possess a counterintuitive sign in the all-stock sample). For example, hybrid tail covariance risk ( $t$-stat=4.57) or downside correlation $(t$-stat $=2.38$ ) become highly significant. Some variables become even more significant when controlling for other risk measures, such as multivariate crash risk $(t$-stat $=2.04)$ or tail risk beta $(t$-stat $=3.52)$.

### 2.4 Portfolio Sorts

Next, to briefly inspect the tradability of the ARMs, I perform simple univariate portfolio sorts. I focus here on a portfolio formation based on the following scheme

$$
\begin{equation*}
x_{t+1}=\frac{Z_{t}^{\prime} r_{t+1}}{N_{t+1}} \tag{7}
\end{equation*}
$$

where $Z_{t}$ is a vector of an ARM observed at time $t, r_{t+1}$ represents a vector of excess returns of the stocks in the next period, and $N_{t+1}$ denotes the number of stock observations in a

Table 2: Fama-MacBeth regressions. The table reports the risk premiums of the ARMs estimated using Fama-MacBeth regressions. Below the coefficients, I include their HAC $t$-statistics based on Newey and West (1987) using lag auto-selection of Newey and West (1994). I report results from univariate regressions and multivariate regressions while controlling for four characteristics from Carhart (1997). Panel A reports results using all stocks, Panel B excludes stocks with a price less than $\$ 5$ or market cap below $10 \%$ quantile of NYSE stocks. Data cover the period between January 1968 and December 2018.

|  | Panel A: All stocks |  |  |  |  |  | Panel B: No penny stocks |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | univariate <br> ARM | multivariate |  |  |  |  | univariate <br> ARM | multivariate |  |  |  |  |
|  |  | ARM | $\beta$ | Size | BM | MOM |  | ARM | $\beta$ | Size | BM | MOM |
| coskew | $\begin{gathered} -0.57 \\ (-2.17) \end{gathered}$ | $\begin{gathered} -0.39 \\ (-1.62) \end{gathered}$ | $\begin{gathered} -0.13 \\ (-0.75) \end{gathered}$ | $\begin{gathered} -0.15 \\ (-1.72) \end{gathered}$ | $\begin{gathered} 0.22 \\ (3.23) \end{gathered}$ | $\begin{gathered} 0.49 \\ (3.23) \end{gathered}$ | $\begin{gathered} -0.62 \\ (-2.21) \end{gathered}$ | $\begin{gathered} -0.36 \\ (-1.56) \end{gathered}$ | $\begin{gathered} -0.26 \\ (-1.41) \end{gathered}$ | $\begin{gathered} -0.12 \\ (-1.63) \end{gathered}$ | $\begin{gathered} 0.12 \\ (1.41) \end{gathered}$ | $\begin{gathered} 0.53 \\ (3.41) \end{gathered}$ |
| cokurt | $\begin{gathered} -0.21 \\ (-3.15) \end{gathered}$ | $\begin{gathered} -0.12 \\ (-1.28) \end{gathered}$ | $\begin{gathered} -0.10 \\ (-0.47) \end{gathered}$ | $\begin{gathered} -0.14 \\ (-1.95) \end{gathered}$ | $\begin{gathered} 0.21 \\ (3.39) \end{gathered}$ | $\begin{gathered} 0.51 \\ (3.51) \end{gathered}$ | $\begin{gathered} -0.08 \\ (-1.24) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.60) \end{gathered}$ | $\begin{gathered} -0.27 \\ (-1.39) \end{gathered}$ | $\begin{gathered} -0.18 \\ (-2.58) \end{gathered}$ | $\begin{gathered} 0.13 \\ (1.45) \end{gathered}$ | $\begin{gathered} 0.53 \\ (3.35) \end{gathered}$ |
| beta_down | $\begin{gathered} -0.12 \\ (-1.29) \end{gathered}$ | $\begin{gathered} -0.14 \\ (-2.43) \end{gathered}$ | $\begin{gathered} -0.02 \\ (-0.14) \end{gathered}$ | $\begin{gathered} -0.15 \\ (-1.58) \end{gathered}$ | $\begin{gathered} 0.21 \\ (3.08) \end{gathered}$ | $\begin{gathered} 0.50 \\ (3.26) \end{gathered}$ | $\begin{gathered} -0.07 \\ (-0.52) \end{gathered}$ | $\begin{gathered} -0.05 \\ (-0.63) \end{gathered}$ | $\begin{gathered} -0.20 \\ (-1.24) \end{gathered}$ | $\begin{gathered} -0.12 \\ (-1.55) \end{gathered}$ | $\begin{gathered} 0.12 \\ (1.36) \end{gathered}$ | $\begin{gathered} 0.53 \\ (3.43) \end{gathered}$ |
| down_corr | $\begin{gathered} 0.18 \\ (1.47) \end{gathered}$ | $\begin{gathered} -0.03 \\ (-0.32) \end{gathered}$ | $\begin{gathered} -0.13 \\ (-0.76) \end{gathered}$ | $\begin{gathered} -0.16 \\ (-1.66) \end{gathered}$ | $\begin{gathered} 0.22 \\ (3.20) \end{gathered}$ | $\begin{gathered} 0.50 \\ (3.19) \end{gathered}$ | $\begin{gathered} 0.35 \\ (2.38) \end{gathered}$ | $\begin{gathered} 0.08 \\ (0.83) \end{gathered}$ | $\begin{gathered} -0.25 \\ (-1.40) \end{gathered}$ | $\begin{aligned} & -0.12 \\ & (-1.57) \end{aligned}$ | $\begin{gathered} 0.13 \\ (1.51) \end{gathered}$ | $\begin{gathered} 0.52 \\ (3.31) \end{gathered}$ |
| htcr | $\begin{aligned} & 34.30 \\ & (0.76) \end{aligned}$ | $\begin{gathered} -1.55 \\ (-0.05) \end{gathered}$ | $\begin{gathered} -0.13 \\ (-0.75) \end{gathered}$ | $\begin{gathered} -0.16 \\ (-1.91) \end{gathered}$ | $\begin{gathered} 0.19 \\ (3.00) \end{gathered}$ | $\begin{gathered} 0.53 \\ (3.84) \end{gathered}$ | $\begin{gathered} 201.36 \\ (4.57) \end{gathered}$ | $\begin{aligned} & 140.20 \\ & (4.28) \end{aligned}$ | $\begin{gathered} -0.24 \\ (-1.35) \end{gathered}$ | $\begin{gathered} -0.17 \\ (-2.37) \end{gathered}$ | $\begin{gathered} 0.12 \\ (1.40) \end{gathered}$ | $\begin{gathered} 0.51 \\ (3.29) \end{gathered}$ |
| beta_tr | $\begin{gathered} 0.16 \\ (1.89) \end{gathered}$ | $\begin{gathered} 0.15 \\ (2.10) \end{gathered}$ | $\begin{gathered} -0.13 \\ (-0.78) \end{gathered}$ | $\begin{gathered} -0.14 \\ (-1.52) \end{gathered}$ | $\begin{gathered} 0.21 \\ (3.06) \end{gathered}$ | $\begin{gathered} 0.51 \\ (3.31) \end{gathered}$ | $\begin{gathered} 0.28 \\ (2.77) \end{gathered}$ | $\begin{gathered} 0.25 \\ (3.52) \end{gathered}$ | $\begin{gathered} -0.24 \\ (-1.37) \end{gathered}$ | $\begin{gathered} -0.11 \\ (-1.52) \end{gathered}$ | $\begin{gathered} 0.12 \\ (1.38) \end{gathered}$ | $\begin{gathered} 0.51 \\ (3.29) \end{gathered}$ |
| coentropy | $\begin{gathered} 0.13 \\ (0.82) \end{gathered}$ | $\begin{gathered} -0.08 \\ (-0.64) \end{gathered}$ | $\begin{gathered} -0.13 \\ (-0.75) \end{gathered}$ | $\begin{gathered} -0.16 \\ (-1.72) \end{gathered}$ | $\begin{gathered} 0.22 \\ (3.21) \end{gathered}$ | $\begin{gathered} 0.50 \\ (3.22) \end{gathered}$ | $\begin{gathered} 0.35 \\ (1.76) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.21) \end{gathered}$ | $\begin{gathered} -0.25 \\ (-1.39) \end{gathered}$ | $\begin{gathered} -0.12 \\ (-1.64) \end{gathered}$ | $\begin{gathered} 0.13 \\ (1.52) \end{gathered}$ | $\begin{gathered} 0.53 \\ (3.36) \end{gathered}$ |
| cos_pred | $\begin{gathered} -3.05 \\ (-1.78) \end{gathered}$ | $\begin{gathered} -0.20 \\ (-0.11) \end{gathered}$ | $\begin{gathered} -0.15 \\ (-0.88) \end{gathered}$ | $\begin{gathered} -0.18 \\ (-2.69) \end{gathered}$ | $\begin{gathered} 0.21 \\ (3.33) \end{gathered}$ | $\begin{gathered} 0.49 \\ (3.17) \end{gathered}$ | $\begin{gathered} -1.97 \\ (-1.16) \end{gathered}$ | $\begin{gathered} 1.29 \\ (0.91) \end{gathered}$ | $\begin{gathered} -0.29 \\ (-1.68) \end{gathered}$ | $\begin{gathered} -0.19 \\ (-3.00) \end{gathered}$ | $\begin{gathered} 0.14 \\ (1.64) \end{gathered}$ | $\begin{gathered} 0.56 \\ (3.52) \end{gathered}$ |
| beta_neg | $\begin{gathered} -0.12 \\ (-0.29) \end{gathered}$ | $\begin{gathered} 0.30 \\ (0.78) \end{gathered}$ | $\begin{aligned} & -0.26 \\ & (-2.12) \end{aligned}$ | $\begin{gathered} -0.14 \\ (-1.65) \end{gathered}$ | $\begin{gathered} 0.20 \\ (2.92) \end{gathered}$ | $\begin{gathered} 0.51 \\ (3.48) \end{gathered}$ | $\begin{gathered} -0.53 \\ (-1.33) \end{gathered}$ | $\begin{gathered} -0.45 \\ (-1.39) \end{gathered}$ | $\begin{gathered} -0.06 \\ (-0.42) \end{gathered}$ | $\begin{gathered} -0.13 \\ (-1.81) \end{gathered}$ | $\begin{gathered} 0.11 \\ (1.25) \end{gathered}$ | $\begin{gathered} 0.54 \\ (3.51) \end{gathered}$ |
| mcrash | $\begin{gathered} 0.24 \\ (0.29) \end{gathered}$ | $\begin{gathered} 0.29 \\ (0.50) \end{gathered}$ | $\begin{gathered} -0.14 \\ (-0.80) \end{gathered}$ | $\begin{gathered} -0.17 \\ (-1.78) \end{gathered}$ | $\begin{gathered} 0.23 \\ (3.34) \end{gathered}$ | $\begin{gathered} 0.49 \\ (3.18) \end{gathered}$ | $\begin{gathered} 1.55 \\ (1.85) \end{gathered}$ | $\begin{gathered} 1.19 \\ (2.04) \end{gathered}$ | $\begin{gathered} -0.26 \\ (-1.45) \end{gathered}$ | $\begin{gathered} -0.14 \\ (-1.78) \end{gathered}$ | $\begin{gathered} 0.13 \\ (1.54) \end{gathered}$ | $\begin{gathered} 0.52 \\ (3.30) \end{gathered}$ |
| ciq-down | $\begin{gathered} 0.09 \\ (2.69) \end{gathered}$ | $\begin{gathered} 0.05 \\ (2.05) \end{gathered}$ | $\begin{gathered} -0.12 \\ (-0.72) \end{gathered}$ | $\begin{gathered} -0.15 \\ (-1.64) \end{gathered}$ | $\begin{gathered} 0.21 \\ (3.17) \end{gathered}$ | $\begin{gathered} 0.49 \\ (3.14) \end{gathered}$ | $\begin{gathered} 0.09 \\ (2.24) \end{gathered}$ | $\begin{gathered} 0.04 \\ (1.58) \end{gathered}$ | $\begin{gathered} -0.25 \\ (-1.43) \end{gathered}$ | $\begin{gathered} -0.12 \\ (-1.62) \end{gathered}$ | $\begin{gathered} 0.13 \\ (1.50) \end{gathered}$ | $\begin{gathered} 0.52 \\ (3.31) \end{gathered}$ |

given month. I will refer to this type of portfolio as a managed portfolio with a corresponding return $x_{t+1}$. The managed portfolio's return is derived as a weighted average of stock returns, using the values of the ARM as weights, and normalized by the number of stock observations.

To calculate the weights for a given ARM, every month, I cross-sectionally rank their values, divide them by the number of observations in the month, and subtract 0.5 . This procedure transforms the ARM into the interval $[-0.5,0.5]$. By doing so, I eliminate the effect of outliers and the resulting return can be interpreted as a zero-cost portfolio return associated with the ARM.

Table 3 summarizes the annualized returns of these managed portfolios. In the case of all stocks, the highest absolute Sharpe ratio possesses the downside CIQ beta with a value of 0.42. In the case of non-penny stocks, the highest Sharpe ratio attains hybrid tail covariance risk with the same value of 0.42 . As hinted from the Fama-MacBeth regressions, some variables possess a counterintuitive negative premium, e.g., cokurtosis yields a significantly negative risk premium in the universe of all stocks. Another notable example is downside beta, which attains negative risk premiums in both samples, but the associated average

Table 3: Managed portfolio returns. The table contains annualized out-of-sample returns of the managed portfolios sorted on various asymmetric risk measures. It reports corresponding $t$-statistics, Sharpe ratio (SR), and annualized 6 -factor alphas and their $t$-statistics with respect to the four factors of Carhart (1997), CIV shocks of Herskovic et al. (2016), and BAB factor of Frazzini and Pedersen (2014). I use the HAC $t$ statistics of Newey and West (1987) with six lags. Panel A reports results using all stocks. Panel B excludes stocks with a price less than $\$ 5$ or market cap below $10 \%$ quantile of NYSE stocks. Data cover the period between January 1968 and December 2018.

|  | Panel A: All stocks |  |  |  |  | Panel B: No penny stocks |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | $t$-stat | SR | $\alpha$ | $t$-stat | Mean | $t$-stat | SR | $\alpha$ | $t$-stat |
| coskew | -0.30 | -2.51 | -0.32 | -0.23 | -1.52 | -0.28 | -2.34 | -0.30 | -0.10 | -0.66 |
| cokurt | -0.39 | -2.29 | -0.29 | -0.10 | -0.57 | -0.07 | -0.48 | -0.06 | 0.23 | 1.73 |
| beta_down | -0.27 | -1.27 | -0.16 | 0.09 | 0.63 | -0.13 | -0.53 | -0.07 | 0.11 | 0.84 |
| down_corr | 0.15 | 1.80 | 0.22 | 0.09 | 0.84 | 0.24 | 2.64 | 0.33 | 0.04 | 0.39 |
| htcr | 0.00 | 0.01 | 0.00 | -0.14 | -0.66 | 0.37 | 2.86 | 0.42 | 0.32 | 2.63 |
| beta_tr | 0.32 | 2.28 | 0.32 | 0.31 | 1.44 | 0.35 | 2.56 | 0.36 | 0.18 | 1.12 |
| coentropy | 0.11 | 1.37 | 0.16 | 0.07 | 0.61 | 0.18 | 2.03 | 0.25 | -0.01 | -0.08 |
| cos_pred | -0.46 | -1.76 | -0.26 | -0.50 | -1.85 | -0.22 | -0.97 | -0.14 | -0.11 | -0.56 |
| beta_neg | -0.13 | -0.38 | -0.05 | 0.34 | 1.83 | -0.35 | -1.18 | -0.16 | -0.03 | -0.26 |
| mcrash | 0.03 | 0.36 | 0.05 | 0.06 | 0.63 | 0.16 | 1.74 | 0.25 | 0.14 | 1.52 |
| ciq_down | 0.41 | 2.83 | 0.42 | 0.52 | 3.58 | 0.36 | 2.29 | 0.34 | 0.44 | 3.24 |

returns are not significantly different from zero.
Table 3 also reports annualized 6-factor alphas and their $t$-statistics with respect to six commonly used risk factors. As a general benchmark of risk, I employ four factors of Carhart (1997): market, size, value, and momentum. To control for the effect of the common volatility, which may be a driver of many tail events, I use the common idiosyncratic volatility (CIV) shocks of Herskovic et al. (2016). The betting-against-beta (BAB) factor of Frazzini and Pedersen (2014) aims at controlling the effect of the well-known beta mispricing anomaly. When I control for the exposures to those six factors, the significance of some of the ARM premiums deteriorates, such as in the case of tail risk beta in both samples. On the other hand, some of the premiums do not suffer any decrease in significance if we control for the exposure to these common factors. For example, controlled risk premiums associated with the downside CIQ betas deliver significant $t$-stats of 3.58 and 3.24 in the all-stock and no-penny datasets, respectively.

In Appendix B, I employ a more conventional approach to the portfolio sorts. Tables 26 and 27 summarize portfolio returns from sorting the stocks into five and ten portfolios, respectively, with monthly rebalancing. Tables contain results using equal- and value-weighted schemes for both data samples. In the case of all stocks, the highest risk premium carries predicted coskewness using both equal- and value-weighted returns and sorting into either quintile or decile portfolios, although with varying significance levels.

These results show that there is a sizable variation in the magnitude and significance of the risk premiums associated with the ARMs. Those variations can be caused by selecting the weighting scheme, universe of stocks, number of portfolios, research design, or their
combinations. Moreover, common factors can explain some of these premiums. Therefore, an effort to combine the ARMs to extract the important information for the expected returns makes sense. In addition, the resulting portfolio should aim at minimizing the exposure to the common factors to yield significant risk-adjusted returns.

Figure 6 in Appendix B depicts the time-series correlations between managed portfolios sorted on ARMs. Moreover, Table 1 also contains averages of those correlations for each ARM. Correlations are noticeably higher than in the case of the values of the characteristics, which we might expect. The most correlated with other ARMs is downside beta, closely followed by downside correlation, coentropy, and predicted coskewness. There is clearly some common structure, but the question remains whether the exposures to that structure represent priced determinants of risk. In addition, there are also ARMs that capture unrelated residual risk.

### 2.5 Naive Combination Approach

In this section, I investigate whether combining information from all ARMs using an approach based on multivariate regression can produce a portfolio that outperforms those arranged individually for each ARM. I form the portfolios based on the multivariate Fama-MacBeth regressions in the spirit of Lewellen (2015). Using the set of 11 ARMs, I estimate expandingand moving-window regressions where on the left-hand side are stock returns at time $t+1$ and on the right-hand side are the ARMs at time $t$. I use an out-of-sample setting with a 60 -month initial or moving period. I estimate the model up to time $T$ and use the model to predict the return at time $T+1$. I use the predicted values of the out-of-sample return to construct the portfolio and observe its realized return. Then, I expand the estimation window and repeat the procedure until the sample is exhausted. I use either the managed portfolio approach or the difference between high and low portfolios based on quintile or decile sorts. I weight the difference portfolios using an equal- or value-weighted scheme. These portfolios are referred to as regression portfolios in the text.

Table 4 summarizes the results. I use three approaches to estimate the Fama-MacBeth multivariate regressions. I utilize OLS estimation as the simplest benchmark and report the results in Panel A. To deal with potential problems related to the OLS estimator, such as overfitting in presence of correlated variables, I also estimate the models with ridge and lasso regressions and report the results in Panel B and C, respectively. ${ }^{1}$ Notably, we observe that the returns of these portfolios are only somewhat significant. The above observation is further confirmed by the insignificant $t$-statistics with respect to the six-factor model previously

[^1]Table 4: Regression portfolio returns. The table contains out-of-sample results for the regression portfolios estimated using Fama-MacBeth regressions and various weighting schemes. Predicted returns are estimated using either OLS, Ridge or Lasso regression. It reports annualized mean, corresponding HAC $t$-statistics of Newey and West (1987) with 6 lags, Sharpe ratio (SR), alpha and its $t$-statistic with respect to the four factors of Carhart (1997), CIV shocks of Herskovic et al. (2016), and BAB factor of Frazzini and Pedersen (2014), skewness, kurtosis, the maximum drawdown, and best- and worst-month returns. Values are in percentages. I use expanding (moving) window estimation with a $60-$ month initial (moving) period. Data cover the period between January 1968 and December 2018.

| Window | Sorting | Weighting | Mean | $t$-stat | SR | $\alpha$ | $t$-stat | Skewness | Kurtosis | Maximum drawdown | Worst month | Best month |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: OLS estimation |  |  |  |  |  |  |  |  |  |  |  |  |
| Expanding | Managed Quintile |  | 0.44 | 2.02 | 0.31 | 0.33 | 1.35 | -0.59 | 12.87 | 66.28 | -39.35 | 44.30 |
|  |  | Equal | 4.18 | 1.93 | 0.30 | 3.20 | 1.31 | -0.61 | 12.35 | 66.88 | -38.81 | 44.01 |
|  |  | Value | 4.65 | 1.77 | 0.27 | 3.41 | 1.09 | -0.81 | 11.37 | 65.68 | -38.56 | 41.61 |
|  | Decile | Equal | 2.66 | 1.12 | 0.17 | 1.02 | 0.41 | 0.16 | 7.45 | 68.59 | -28.74 | 41.83 |
|  |  | Value | 4.54 | 1.65 | 0.25 | 1.91 | 0.64 | 0.20 | 6.37 | 58.47 | -25.81 | 42.59 |
| Moving | Managed |  | 0.51 | 1.88 | 0.28 | 0.16 | 0.59 | -0.38 | 9.35 | 66.11 | -31.16 | 42.61 |
|  | Quintile | Equal | 4.87 | 1.78 | 0.27 | 1.31 | 0.48 | -0.48 | 9.01 | 66.57 | -33.13 | 41.36 |
|  |  | Value | 4.70 | 1.41 | 0.22 | -0.12 | -0.03 | -0.60 | 8.28 | 66.20 | -32.49 | 39.58 |
|  | Decile | Equal | 4.63 | 1.62 | 0.23 | 1.78 | 0.65 | 0.49 | 10.84 | 74.02 | -24.74 | 49.35 |
|  |  | Value | 5.61 | 1.61 | 0.24 | 1.89 | 0.55 | 0.09 | 6.99 | 77.69 | -26.95 | 43.38 |
| Panel B: Ridge estimation |  |  |  |  |  |  |  |  |  |  |  |  |
| Expanding | Managed |  | 0.43 | 1.98 | 0.31 | 0.32 | 1.29 | -0.56 | 12.41 | 65.28 | -38.82 | 44.09 |
|  |  | Equal | 4.13 | 1.91 | 0.30 | 3.04 | 1.24 | -0.58 | 11.71 | 65.91 | -38.04 | 43.67 |
|  |  | Value | 4.38 | 1.66 | 0.25 | 3.03 | 0.97 | -0.84 | 11.37 | 67.02 | -39.56 | 41.39 |
|  | Decile | Equal | 2.77 | 1.19 | 0.18 | 0.96 | 0.39 | 0.25 | 7.43 | 67.95 | -28.72 | 42.40 |
|  |  | Value | 4.42 | 1.56 | 0.24 | 1.79 | 0.59 | 0.18 | 6.74 | 57.64 | -26.87 | 42.85 |
| Moving | Managed Quintile |  | 0.51 | 1.84 | 0.27 | 0.15 | 0.54 | -0.33 | 8.95 | 66.25 | -30.64 | 42.26 |
|  |  | Equal | 4.60 | 1.67 | 0.25 | 0.91 | 0.33 | -0.38 | 8.77 | 69.00 | -32.51 | 41.73 |
|  |  | Value | 5.08 | 1.51 | 0.23 | 0.26 | 0.08 | -0.58 | 7.53 | 66.33 | -31.44 | 38.30 |
|  | Decile | Equal | 3.75 | 1.28 | 0.19 | 0.76 | 0.27 | 0.45 | 10.27 | 76.75 | -24.67 | 48.55 |
|  |  | Value | 7.29 | 2.09 | 0.31 | 3.86 | 1.06 | 0.21 | 6.62 | 71.25 | -25.03 | 42.95 |
| Panel C: Lasso estimation |  |  |  |  |  |  |  |  |  |  |  |  |
| Expanding | ManagedQuintile |  | 0.43 | 1.98 | 0.31 | 0.32 | 1.30 | -0.55 | 12.44 | 65.53 | -38.31 | 44.25 |
|  |  | Equal | 4.02 | 1.85 | 0.29 | 3.04 | 1.25 | -0.55 | 11.84 | 66.89 | -37.48 | 43.82 |
|  |  | Value | 4.45 | 1.69 | 0.26 | 3.13 | 1.00 | -0.79 | 11.30 | 65.21 | -37.86 | 41.94 |
|  | Decile | Equal | 3.08 | 1.32 | 0.20 | 1.47 | 0.60 | 0.24 | 7.58 | 68.34 | -29.14 | 42.67 |
|  |  | Value | 4.87 | 1.72 | 0.26 | 2.39 | 0.78 | 0.22 | 6.65 | 59.41 | -27.30 | 42.71 |
| Moving | Managed Quintile |  | 0.50 | 1.77 | 0.27 | 0.14 | 0.49 | -0.34 | 8.85 | 66.08 | -30.71 | 42.10 |
|  |  | Equal | 4.48 | 1.59 | 0.25 | 0.78 | 0.28 | -0.45 | 8.42 | 68.73 | -33.09 | 40.58 |
|  |  | Value | 4.68 | 1.36 | 0.21 | -0.10 | -0.03 | -0.57 | 7.91 | 67.36 | -31.77 | 39.23 |
|  | Decile | Equal | 3.96 | 1.37 | 0.20 | 1.23 | 0.43 | 0.47 | 9.98 | 78.57 | -24.95 | 48.54 |
|  |  | Value | 6.86 | 1.89 | 0.29 | 3.25 | 0.90 | 0.17 | 6.25 | 67.60 | -25.18 | 41.99 |

applied in single-sorted portfolios. Additionally, returns exhibit leptokurtic behavior with slightly negative skewness in most instances. The last three columns employ rescaled returns so that the unconditional yearly volatility is $20 \%$, and report maximum drawdown and worstand best-month returns.

These results show that the simple portfolio formation based on multivariate regression cannot efficiently combine the information from the ARMs to yield abnormal returns beyond premiums associated with single sorts. In addition, the regression portfolios are highly exposed to the common factors and thus do not yield any significant risk-adjusted premium. High correlations between some ARMs may cause high estimation errors, which may be more attenuated in the out-of-sample setting with shorter estimation periods. The fact that the moving-window estimation approach yields lower significance of the results further supports
this claim.

## 3 Combining Asymmetric Risk Measures

In this section, I present an approach to portfolio construction that enjoys the abnormal returns associated with the ARMs without being exposed to common sources of risk. I estimate a latent factor model that utilizes the ARMs to account for the maximal possible explanation of the factor loadings to the common factors. Then, I form a portfolio that is factor neutral and show that it still possess a significant risk premium not explained by any other factor model.

### 3.1 IPCA Model

To exploit the risk premium associated with the ARMs, I use the instrumented principal component analysis (IPCA) model of Kelly et al. (2019, 2020), which can be written as

$$
\begin{align*}
& r_{i, t+1}=\alpha_{i, t}+\beta_{i, t} f_{t+1}+\epsilon_{i, t+1}  \tag{8}\\
& \alpha_{i, t}=z_{i, t}^{\prime} \Gamma_{\alpha}+\nu_{\alpha, i, t}, \beta_{i, t}=z_{i, t}^{\prime} \Gamma_{\beta}+\nu_{\beta, i, t}
\end{align*}
$$

where $r_{i, t+1}$ is an excess return and $\beta_{i, t}$ contains dynamic loadings on $(K \times 1)$ vector of latent factors $f_{t+1}$. The vector of factor loadings may depend on the instrument ( $L \times 1$ ) vector $z_{i, t}$ of observable asset characteristics (which includes a constant) through the matrix $\Gamma_{\beta}$. I use the set of eleven ARMs as the characteristics that may proxy for the exposure to the common factors (hence ARM-IPCA). ${ }^{2}$ Mapping between characteristics and factor loadings serves two purposes. First, it enables the exploitation of other information than just simply return data for the estimation of latent factor loadings and thus makes the estimation more efficient. Second, it naturally makes the loadings time-varying as they are a function of the characteristics and thus makes it valuable tool for estimation of conditional risk premium. Moreover, the model admits the possibility that the characteristics align with the returns in addition to their relation to systematic risk through the $(L \times 1)$ vector of coefficients $\Gamma_{\alpha}$ that maps the characteristics into their anomaly intercepts.

This feature can be used to investigate how well the ARMs proxy for the exposure to the systematic risk and to test whether they contain some important information beyond that and yield some anomaly (mispricing) returns. To do that, I can examine features of the $\Gamma_{\alpha}$ estimate and test the null hypothesis that the ARMs do not proxy for the anomaly

[^2]alpha. Throughout the text, I use the fit of two specifications of the Model 8. First, the restricted model is estimated by setting the $\Gamma_{\alpha}$ vector to zero. Second, the unrestricted model is obtained by allowing expected returns to align with the ARMs beyond their relation with the systematic risk exposure, and thus $\Gamma_{\alpha}$ is estimated freely.

To construct the portfolio that combines the information from all ARMs and exploits their abnormal returns, I use the estimates of the unrestricted model. I estimate the unrestricted model and form corresponding arbitrage portfolio with weights set equal to

$$
\begin{equation*}
w_{t-1}=Z_{t-1}\left(Z_{t-1}^{\prime} Z_{t-1}\right)^{-1} \Gamma_{\alpha} \tag{9}
\end{equation*}
$$

which yields conditional factor neutrality. This portfolio efficiently combines assets in proportion to their conditional expected returns beyond the exposure to the common factors. I denote this portfolio as pure-alpha portfolio.

The proposed approach is particularly suitable for combining ARMs for various reasons. First, by using ARMs to approximate the exposures to common factors, I can extract the risk premium associated solely with the non-linear features related to the measures. Moreover, the algorithm minimizes the risk that other risk factors will span the resulting abnormal returns. This is especially critical for the market factor. From the previous literature, see, e.g., Hou et al. (2018), it is a well-documented fact that the exposure to the market factor is negatively priced across stock returns, even though it represents a counterintuitive observation. It is reasonable to expect that the linear relation with the overall market will dilute some asymmetric risk measures. As the market return usually explains the most timeseries variation of stock returns, IPCA considers this fact, and the effect of this puzzle is mitigated for the pure-alpha portfolios.

Second, this procedure also alleviates potential issues of multicollinearity among the ARMs. If some variables proxy for the exposure to the common factors, IPCA controls these associations when setting the weights for the pure-alpha portfolio by letting them to explain the systematic risk.

The performance of the pure-alpha portfolio provides a straightforward test for abnormal returns connected to ARMs beyond exposure to common factors. The pure-alpha portfolio offers investors a chance to avoid systematic risk associated with common linear factors and enjoy the premium related to the ARMs. A factor model that captures risk compensation appropriately should not offer such an opportunity. Naturally, the performance of the purealpha portfolio provides an alternate approach for merging information from ARMs, resulting in abnormal returns beyond single-variable sorts.

Following Kelly et al. (2019), estimation of the restricted model with $\Gamma_{\alpha}=0$ is performed
using alternating least squares and iterating between the first-order conditions for $\Gamma_{\beta}$ and $f_{t+1}$

$$
\begin{equation*}
f_{t+1}=\left(\hat{\Gamma}_{\beta}^{\prime} Z_{t}^{\prime} Z_{t} \hat{\Gamma}_{\beta}\right)^{-1} \hat{\Gamma}_{\beta}^{\prime} Z_{t}^{\prime} r_{t+1}, \quad \forall t \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{vec}\left(\hat{\Gamma}_{\beta}^{\prime}\right)=\left(\sum_{t=1}^{T-1} Z_{t}^{\prime} Z_{t} \otimes \hat{f}_{t+1} \otimes \hat{f}_{t+1}^{\prime}\right)^{-1}\left(\sum_{t=1}^{T-1}\left[Z_{t} \otimes \hat{f}_{t+1}^{\prime}\right]^{\prime} r_{t+1}\right) \tag{11}
\end{equation*}
$$

where $r_{t+1}$ is the $N \times 1$ vector of stock returns and $Z_{t}$ is the $N \times L$ matrix of stock characteristics. The identifying restrictions are that $\hat{\Gamma}_{\beta}^{\prime} \hat{\Gamma}_{\beta}=\mathbb{I}_{K}$, the unconditional second moment matrix of $f_{t}$ is diagonal with descending diagonal entries, and the mean of $f_{t}$ is non-negative. ${ }^{3}$ In the case of the unrestricted version of the model with $\Gamma_{\alpha} \neq 0$, the estimation proceeds similarly, the only difference is that we augment the vector of factors to include a constant. ${ }^{4}$

### 3.2 Pure-Alpha Portfolios

To combine the ARMs while hedging exposure to common factors, I form the pure-alpha portfolios and investigate their out-of-sample performance. The models are estimated using an expanding window. First, I estimate the ARM-IPCA model with the first 60 observations of the sample and use the estimate of $\hat{\Gamma}_{\alpha}$ to form the pure-alpha portfolio and record the out-of-sample return in the next period. Then, I expand the estimation period by one observation and predict the next. I repeat the procedure until the dataset is exhausted. The first out-of-sample prediction period corresponds to January 1973. For comparability reasons, I scale the portfolio returns to have an unconditional standard deviation of $20 \%$ p.a. over the whole sample, which does not affect the significance of the results. Later in the text, I also report results of a volatility-targeted weights, which yield the same qualitative and quantitative conclusions.

Table 5 summarizes the basic features of the pure-alpha portfolios for the ARM-IPCA model with one to eight common latent factors. Results show that portfolios estimated using one to five factors yield highly significant returns with the HAC $t$-statistic of Newey and West (1987) with 6 lags of up to 6.27 , corresponding to the ARM-IPCA(2) specification. Sharpe ratio achieves a value of up to 0.97 . I also report skewness and kurtosis of the pure-alpha portfolios. These values do not indicate any extreme behavior of the portfolios as the return

[^3]Table 5: Pure-alpha portfolio returns. The table contains out-of-sample results for the pure-alpha portfolios estimated using the ARM-IPCA model ranging between one and eight latent factors. It reports annualized mean, corresponding HAC $t$-statistics of Newey and West (1987) with six lags, Sharpe ratio (SR), skewness, kurtosis, the maximum drawdown, and best- and worst-month returns. Values are in percentages. I use expanding window estimation with a 60-month initial period. Data cover the period between January 1968 and December 2018.

| $K$ factors | Mean | $t$-stat | SR | Skewness | Kurtosis | Maximum <br> drawdown | Worst <br> month | Best <br> month |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 14.36 | 4.73 | 0.72 | 0.09 | 3.59 | 41.40 | -31.14 | 25.53 |
| 2 | 19.36 | 6.27 | 0.97 | 0.15 | 2.87 | 31.17 | -25.47 | 27.23 |
| 3 | 16.78 | 5.35 | 0.84 | -0.00 | 6.59 | 43.45 | -39.64 | 25.67 |
| 4 | 8.20 | 3.04 | 0.41 | -0.12 | 5.41 | 45.88 | -40.07 | 24.14 |
| 5 | 8.06 | 2.86 | 0.40 | 0.34 | 3.69 | 38.36 | -32.42 | 27.70 |
| 6 | 5.97 | 2.05 | 0.30 | 0.79 | 3.20 | 51.45 | -17.98 | 27.29 |
| 7 | 1.07 | 0.34 | 0.05 | 0.48 | 2.25 | 73.12 | -20.19 | 26.80 |
| 8 | -2.53 | -0.81 | -0.13 | -0.40 | 2.76 | 89.97 | -31.47 | 21.61 |

distributions are close to symmetric and without signs of heavy tails.
In comparison to the results obtained using the regression portfolios based on FamaMacBeth regression, returns of the pure-alpha portfolios exhibit features much closer to the normal distribution. Moreover, I include the maximum drawdowns that every portfolio yielded and their best and worst months. In Appendix C in Table 28, I include summary results for the pure-alpha portfolios estimated separately in two disjoint sub-intervals. I show that the implications hold similarly over these periods.

To further assess the performance of the pure-alpha portfolios, the left panel of Figure 2 captures the cumulative log return of those portfolios. We see that the pure-alpha portfolios based on up to five latent factors grow constantly over the whole period without a noticeable sign of slowing down. These results suggest that it is possible to strip the ARMs down from their exposures to the common linear factors and combine them into a highly profitable strategy. This strategy provides a Sharpe ratio more than twice as big as the best strategy based on a single-variable sort. Moreover, the features of the pure-alpha portfolios suggest that the resulting returns do not exhibit extreme behavior that may be expected due to the nature of the ARMs.

### 3.3 Risk-Adjusted Returns

Next, I investigate whether the arbitrage returns associated with the pure-alpha portfolios are not driven by exposures to other known factors. I regress returns of the pure-alpha portfolios on various sets of factors that were proven successful in capturing the risk premium. I report the annualized alphas and their HAC $t$-statistics of Newey and West (1987) with six lags. Table 6 reports risk-adjusted returns when controlling for the exposures to the three- and

Figure 2: Performance of the $A R M-I P C A$ portfolios. The figure shows out-of-sample performance results of the pure-alpha and tangency portfolios estimated using IPCA models with the ARMs as instruments. Models are estimated with an expanding window and a $60-$ month initial period. Tangency portfolios are based on the restricted ARM-IPCA model, and pure-alpha portfolios on the unrestricted model. Data cover the period between January 1973 and December 2018.

five-factor models of Fama and French (1993) and Fama and French (2015), while also using the specification of Carhart (1997) and combining it with the CIV shocks of Herskovic et al. (2016), and the BAB factor of Frazzini and Pedersen (2014). We can see that the returns of the pure-alpha portfolios are not subsumed by those other specifications. However, it is evident that the momentum factor and betting-against-beta factor capture a non-trivial part of the returns of the pure-alpha portfolios.

Table 7 summarizes the exposures of the pure-alpha arbitrage portfolios to eight factors based on the five-factor model of Fama and French (2015), augmented by the momentum factor of Carhart (1997), CIV shocks of Herskovic et al. (2016), and the BAB factor of Frazzini and Pedersen (2014). The pure-alpha portfolios of the ARM-IPCA models possess significant exposures to the momentum and betting-against-beta factors. Although these exposures diminish the abnormal returns, the remaining risk premium remains significant.

Next, I control for the exposure to the $q$-factor models of Hou et al. (2014) and Hou et al. (2020), augmented by the momentum factor, CIV shocks, and BAB factor.Table 8 summarizes the results. The abnormal returns of the pure-alpha portfolios cannot be erased by those combinations, either. Especially strong remain the abnormal returns for portfolios constructed from two- or three-factor specifications of the ARM-IPCA model.

Finally, I put the anomaly returns of the pure-alpha portfolios against their closest competitor. I investigate whether the out-of-sample IPCA factors estimated using the original set of 32 characteristics from Kelly et al. (2019) can explain the abnormal returns related to the pure-alpha portfolios from the ARM-IPCA model. The results of this analysis are

Table 6: Fama-French risk-adjusted returns of the pure-alpha portfolios. The table reports annualized alphas and their HAC $t$-statistics of Newey and West (1987) with six lags obtained by regressing the purealpha portfolio returns on various factor models and their combinations: Fama and French (1993), Carhart (1997), Fama and French (2015), CIV shocks of Herskovic et al. (2016), and BAB factor of Frazzini and Pedersen (2014). Data cover the period between January 1973 and December 2018.

| $K$ factors | CAPM | FF3 | FF3+MOM | FF3+MOM <br> +CIV | FF3+MOM <br> +CIV+BAB | FF5 | FF5+MOM | FF5+MOM <br> +CIV | FF5+MOM <br> +CIV+BAB |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 14.31 | 13.58 | 9.12 | 9.16 | 6.27 | 12.38 | 8.77 | 8.79 |  |
|  | $(4.75)$ | $(4.54)$ | $(2.71)$ | $(2.74)$ | $(1.85)$ | $(3.69)$ | $(2.53)$ | $(2.54)$ | $(2.00)$ |
| 2 | 19.65 | 18.70 | 13.28 | 13.31 | 10.63 | 17.39 | 13.00 | 13.02 | 11.18 |
|  | $(6.54)$ | $(6.19)$ | $(3.95)$ | $(3.98)$ | $(3.15)$ | $(5.02)$ | $(3.73)$ | $(3.73)$ | $(3.23)$ |
| 3 | 17.04 | 16.88 | 11.49 | 11.50 | 10.03 | 15.97 | 11.59 | 11.60 | 10.34 |
|  | $(5.68)$ | $(5.41)$ | $(4.23)$ | $(4.22)$ | $(3.46)$ | $(4.65)$ | $(4.06)$ | $(4.03)$ | $(3.51)$ |
| 4 | 8.44 | 6.68 | 5.87 | 5.90 | 5.22 | 6.67 | 6.02 | 6.03 | 5.37 |
|  | $(3.27)$ | $(2.55)$ | $(2.27)$ | $(2.28)$ | $(1.88)$ | $(2.67)$ | $(2.32)$ | $(2.32)$ | $(1.91)$ |
| 5 | 7.89 | 6.57 | 5.59 | 5.60 | 5.61 | 7.41 | 6.54 | 6.55 | 6.14 |
|  | $(2.94)$ | $(2.32)$ | $(1.94)$ | $(1.94)$ | $(1.94)$ | $(2.76)$ | $(2.33)$ | $(2.33)$ | $(2.13)$ |
| 6 | 6.07 | 4.14 | 4.51 | 4.52 | 4.57 | 5.90 | 6.07 | 6.07 | 5.61 |
|  | $(2.13)$ | $(1.47)$ | $(1.48)$ | $(1.48)$ | $(1.52)$ | $(2.13)$ | $(2.01)$ | $(2.01)$ | $(1.88)$ |

Table 7: Exposures of the ARM-IPCA pure-alpha portfolios. The table reports estimated coefficients and their $t$-statistics from regressing returns of the pure-alpha ARM-IPCA $(K)$ portfolios on five factors of Fama and French (2015), augmented by momentum factor of Carhart (1997), CIV shocks of Herskovic et al. (2016), and BAB factor of Frazzini and Pedersen (2014). Data cover the period between January 1973 and December 2018.

| $K$ | $\alpha$ | Mkt | SMB | HML | RMW | CMA | MOM | CIV | BAB |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 6.87 | 0.05 | 0.06 | 0.06 | -0.21 | -0.06 | 0.33 | -0.02 | 0.48 |
|  | $(2.00)$ | $(0.69)$ | $(0.38)$ | $(0.39)$ | $(-0.97)$ | $(-0.30)$ | $(2.73)$ | $(-0.47)$ | $(3.63)$ |
| 2 | 11.18 | 0.02 | 0.08 | 0.10 | -0.27 | 0.02 | 0.42 | -0.02 | 0.46 |
|  | $(3.23)$ | $(0.26)$ | $(0.53)$ | $(0.57)$ | $(-1.39)$ | $(0.12)$ | $(3.35)$ | $(-0.62)$ | $(3.88)$ |
| 3 | 10.34 | 0.04 | -0.03 | -0.05 | -0.42 | 0.27 | 0.44 | 0.01 | 0.31 |
|  | $(3.51)$ | $(0.57)$ | $(-0.21)$ | $(-0.24)$ | $(-2.19)$ | $(1.12)$ | $(4.50)$ | $(0.33)$ | $(2.76)$ |
| 4 | 5.37 | 0.04 | -0.21 | 0.27 | -0.27 | 0.16 | 0.06 | -0.04 | 0.17 |
|  | $(1.91)$ | $(0.59)$ | $(-1.12)$ | $(1.13)$ | $(-1.61)$ | $(0.60)$ | $(0.67)$ | $(-1.14)$ | $(1.37)$ |
| 5 | 6.14 | 0.09 | -0.23 | 0.26 | -0.40 | 0.11 | 0.09 | -0.01 | 0.10 |
|  | $(2.13)$ | $(1.24)$ | $(-1.38)$ | $(1.16)$ | $(-2.75)$ | $(0.48)$ | $(0.88)$ | $(-0.37)$ | $(0.98)$ |
| 6 | 5.61 | -0.01 | -0.05 | 0.35 | -0.46 | -0.07 | -0.04 | 0.00 | 0.11 |
|  | $(1.88)$ | $(-0.17)$ | $(-0.55)$ | $(2.50)$ | $(-3.20)$ | $(-0.37)$ | $(-0.45)$ | $(-0.10)$ | $(1.09)$ |

in Table 9. We observe that returns of the pure-alpha portfolios of the ARM-IPCA models with one to five latent factors cannot be explained by the original IPCA factors. Using even five- or six-factor versions of the original IPCA model cannot span the highly significant performance of the pure-alpha portfolios.

### 3.4 Variable Importance

This section investigates which ARMs contribute the most to the performance of the purealpha portfolios. Table 10 reports estimates of the $\Gamma_{\alpha}$ vector from the out-of-sample procedure in the last prediction period. Because the ARM variables are standardized, their magnitudes are comparable. We can observe that the coefficients of some variables change

Table 8: $Q$-model risk-adjusted returns of the pure-alpha portfolios. The table reports annualized alphas and their HAC $t$-statistics of Newey and West (1987) with six lags obtained by regressing the pure-alpha portfolio returns on factor models of Hou et al. (2014) and Hou et al. (2020), augmented by momentum factor, CIV shocks, and BAB factor. Data cover the period between January 1973 and December 2018.

| $K$ factors | Q4 | Q5 | Q5+MOM | Q5+MOM <br> +CIV | Q5+MOM <br> +CIV+BAB |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 8.03 | 7.40 | 7.81 | 7.64 | 6.29 |
|  | $(2.23)$ | $(2.15)$ | $(2.42)$ | $(2.37)$ | $(1.95)$ |
| 2 | 12.22 | 11.05 | 11.58 | 11.41 | 10.16 |
|  | $(3.27)$ | $(3.13)$ | $(3.60)$ | $(3.51)$ | $(3.17)$ |
| 3 | 11.39 | 8.69 | 9.29 | 9.24 | 8.54 |
|  | $(2.98)$ | $(2.57)$ | $(3.06)$ | $(3.00)$ | $(2.74)$ |
| 4 | 5.98 | 6.00 | 6.04 | 5.91 | 5.37 |
|  | $(2.01)$ | $(1.93)$ | $(1.96)$ | $(1.89)$ | $(1.69)$ |
| 5 | 6.11 | 6.50 | 6.63 | 6.59 | 6.39 |
|  | $(1.97)$ | $(2.03)$ | $(2.11)$ | $(2.08)$ | $(2.04)$ |
| 6 | 6.33 | 6.81 | 6.83 | 6.81 | 6.40 |
|  | $(2.16)$ | $(2.16)$ | $(2.18)$ | $(2.18)$ | $(2.08)$ |

Table 9: IPCA risk-adjusted returns of the pure-alpha portfolios. The table reports annualized alphas and their HAC $t$-statistics of Newey and West (1987) with six lags obtained by regressing the pure-alpha portfolio returns on out-of-sample IPCA factors with one to six latent factors and 32 characteristics from Kelly et al. (2019) as instruments. Data cover the period between January 1973 and December 2018.

| $K$ factors | IPCA1 | IPCA2 | IPCA3 | IPCA4 | IPCA5 | IPCA6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 14.12 | 14.60 | 12.95 | 8.60 | 10.62 | 12.07 |
|  | $(4.77)$ | $(4.99)$ | $(2.71)$ | $(2.01)$ | $(2.34)$ | $(2.69)$ |
| 2 | 18.85 | 19.50 | 18.83 | 12.15 | 13.65 | 18.33 |
|  | $(6.30)$ | $(6.89)$ | $(3.57)$ | $(2.54)$ | $(2.74)$ | $(3.62)$ |
| 3 | 16.40 | 16.95 | 21.09 | 16.29 | 16.42 | 18.87 |
|  | $(5.26)$ | $(6.07)$ | $(4.12)$ | $(3.21)$ | $(3.03)$ | $(3.25)$ |
| 4 | 7.12 | 7.47 | 3.29 | 3.04 | 7.94 | 10.61 |
|  | $(2.62)$ | $(2.94)$ | $(0.88)$ | $(0.81)$ | $(2.03)$ | $(2.16)$ |
| 5 | 7.25 | 7.40 | 4.44 | 3.82 | 7.96 | 11.83 |
|  | $(2.58)$ | $(2.76)$ | $(1.24)$ | $(1.05)$ | $(2.12)$ | $(2.58)$ |
| 6 | 5.47 | 4.52 | 1.90 | 3.12 | 2.12 | 4.50 |
|  | $(1.92)$ | $(1.65)$ | $(0.65)$ | $(0.98)$ | $(0.64)$ | $(1.22)$ |

considerably across the range of common latent factors. This fact is caused by using more ARMs as proxies for exposures to common factors as the number of latent factors goes up, and potentially losing some predictive ability for anomaly returns of the pure-alpha portfolio.

Moreover, in Figure 3, I capture the estimates of $\Gamma_{\alpha}$ from the expanding window estimation of the ARM-IPCA(2) model. We can see that the coefficients are relatively stable across time, and the variables possess the same sign during most of the period.

Next, I assess the variable importance for the out-of-sample results based on setting the effect of a variable on the formation of the pure-alpha portfolio to zero. More specifically, I estimate the unrestricted IPCA model using all ARMs for a given number of latent factors. Then, when forming the arbitrage portfolio, I set the element of $\Gamma_{\alpha}$ corresponding to the investigated ARM to zero and record the out-of-sample return next period. I exhaust the

Table 10: Estimated coefficients of $\Gamma_{\alpha}$ vector. The table summarizes the estimated coefficients of $\Gamma_{\alpha}$ vector of the ARM-IPCA model. This vector is used for the construction of the pure-alpha portfolios. Reported are coefficients estimated using the last prediction window before exhausting the entire dataset. Coefficients are multiplied by 1,000 for better readability. Data cover the period between January 1973 and December 2018.

|  | $K$ factors |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 |
| coskew | -5.50 | -4.11 | 0.08 | -0.78 | -0.54 | -1.57 |
| cokurt | 2.61 | 1.72 | 2.70 | 1.88 | 2.03 | 2.55 |
| beta_down | -9.10 | -7.71 | -1.82 | -2.76 | -3.32 | -3.00 |
| down_corr | 2.62 | 1.84 | 0.18 | 1.04 | 0.42 | -0.13 |
| htcr | 2.92 | 3.10 | 5.87 | 4.89 | 4.56 | 2.73 |
| beta_tr | 2.43 | 1.71 | 0.71 | 2.71 | -1.19 | 0.81 |
| coentropy | -4.18 | -3.12 | -1.72 | -2.40 | -1.66 | -0.71 |
| cos_pred | -4.23 | -4.85 | -4.92 | -1.45 | -0.36 | -0.40 |
| beta_neg | -2.53 | -2.32 | 0.11 | 0.92 | 1.14 | 1.11 |
| mcrash | 0.95 | 0.95 | 1.52 | 1.34 | 1.77 | 1.14 |
| ciq_down | 3.82 | 3.30 | 2.98 | 3.52 | 1.21 | -1.32 |

entire dataset and compute the realized out-of-sample Sharpe ratio. I repeat this procedure for each ARM and range between one and six factors. ${ }^{5}$

Table 11 reports these effects. We can see three variables with highly negative omission impact across all six specifications of the pure-alpha portfolios: downside correlation, coentropy, and downside CIQ beta. These variables noticeably improve the performance of the pure-alpha portfolios. Hybrid tail covariance risk contributes positively to the first three specifications of the pure-alpha portfolios, which possess the highest Sharpe ratios among the specifications.

### 3.5 Excluding Penny Stocks

Here, I provide a simple check regarding the universe of stocks that I exploit in the estimation of the IPCA model and formation process of the pure-alpha portfolios. I employ no-penny dataset discussed earlier. This dataset is characterized by exclusion of stocks with price less than $\$ 5$ or market capitalization below $10 \%$ quantile of NYSE stocks. I estimate the IPCA models and form the pure-alpha portfolios using this dataset in the same way as in the case of all stocks.

The results are summarized in Table 12. We see that the portfolio returns are highly

[^4]Figure 3: $\Gamma_{\alpha}$ estimates from the out-of-sample estimation. The figure shows estimates of the $\Gamma_{\alpha}$ vector from the unrestricted ARM-IPCA(2) model using expanding window estimation and a 60 -month initial period. Data cover the period between January 1973 and December 2018.

significant with Sharpe ratios of up to 0.8. Statistical features of the portfolios are quite similar to the results obtained for all stocks. The main difference can be seen in the number of factors for which we can control to obtain significant abnormal results. In the case of all stocks, we obtain significant returns for up to five latent factors, in the case of no-penny dataset, this number reduces to three.

### 3.6 Volatility Targeting of the Pure-Alpha Portfolios

In this section, I provide results regarding the pure-alpha portfolios, which target in-sample volatility. More specifically, each time during the out-of-sample procedure, I scale the weights of the pure-alpha portfolio given by equation 9 so that the in-sample volatility of the portfolio is $20 \%$ p.a. This is a simple approach how one may proceed when setting up a portfolio.

The results for both all-stock and no-penny datasets are summarized in Table 13. We observe very similar results as in the case of the pure-alpha portfolios standardized over the whole period. We can conclude that the success of the pure-alpha portfolios is not driven by the time-varying volatility.

### 3.7 Annual Returns

I also investigate how the pure-alpha portfolios align with annual returns. Monthly rebalancing of the portfolios may be costly for investors and the annual frequency may mirror

Table 11: Variable Importance of the ARMs for the pure-alpha portfolios. The table reports decreases of the out-of-sample Sharpe ratios in the pure-alpha portfolios from the leave-one-out procedure. For each ARM, I report the difference (in $\%$ points) between the Sharpe ratio obtained without the ARM and the Sharpe ratio obtained from the model with all ARMs. Data cover the period between January 1968 and December 2018.

|  | IPCA1 | IPCA2 | IPCA3 | IPCA4 | IPCA5 | IPCA6 |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sharpe ratio | 0.72 | 0.97 | 0.84 | 0.41 | 0.40 | 0.30 |  |  |  |  |  |  |  |
|  | Decrease of Sharpe ratio in \% |  |  |  |  |  |  |  |  |  |  |  |  |
|  | coskew |  |  |  |  |  |  | 15.17 | 9.19 | 7.21 | 26.12 | 14.21 | 34.82 |
| cokurt | 11.24 | -1.56 | -14.72 | 4.65 | -6.52 | 26.40 |  |  |  |  |  |  |  |
| beta_down | 5.96 | 0.48 | -10.53 | -40.93 | -47.86 | -71.74 |  |  |  |  |  |  |  |
| down_corr | -15.21 | -4.98 | -13.34 | -26.57 | -29.53 | -57.84 |  |  |  |  |  |  |  |
| htcr | -5.44 | -6.91 | -22.21 | 3.71 | 15.90 | 21.43 |  |  |  |  |  |  |  |
| beta_tr | 0.09 | 2.27 | 3.97 | -3.61 | -66.96 | -142.62 |  |  |  |  |  |  |  |
| coentropy | -39.70 | -32.00 | -25.15 | -2.26 | -16.14 | -41.76 |  |  |  |  |  |  |  |
| cos_pred | 1.35 | -21.29 | -7.45 | 25.48 | 11.38 | 32.18 |  |  |  |  |  |  |  |
| beta_neg | -1.99 | 0.64 | 7.24 | -12.51 | -61.93 | -51.72 |  |  |  |  |  |  |  |
| mcrash | 1.27 | -1.63 | -1.61 | -0.07 | 0.03 | -10.14 |  |  |  |  |  |  |  |
| ciq_down | -31.39 | -25.61 | -15.85 | -22.89 | -15.85 | -74.26 |  |  |  |  |  |  |  |

Table 12: Pure-alpha portfolio returns without penny stocks. The table contains out-of-sample results for the pure-alpha portfolios estimated using the ARM-IPCA model ranging between one and six latent factors. It reports annualized mean, corresponding HAC $t$-statistics of Newey and West (1987) with six lags, Sharpe ratio (SR), skewness, kurtosis, the maximum drawdown, and best- and worst-month returns. Values are in percentages. I use expanding window estimation with a 60 -month initial period. I exclude stocks with a price less than $\$ 5$ or market cap below $10 \%$ quantile of NYSE stocks. Data cover the period between January 1968 and December 2018.

| $K$ factors | Mean | $t$-stat | SR | Skewness | Kurtosis | Maximum <br> drawdown | Worst <br> month | Best <br> month |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 13.91 | 4.32 | 0.70 | 0.59 | 8.89 | 49.48 | -33.90 | 42.04 |
| 2 | 15.95 | 4.58 | 0.80 | 0.59 | 5.57 | 42.30 | -25.85 | 32.85 |
| 3 | 11.64 | 3.49 | 0.58 | -0.06 | 8.66 | 57.62 | -42.35 | 31.94 |
| 4 | 2.61 | 0.96 | 0.13 | 1.00 | 15.62 | 71.64 | -37.15 | 52.39 |
| 5 | 0.68 | 0.25 | 0.03 | 1.58 | 21.83 | 76.26 | -35.92 | 58.40 |
| 6 | 1.26 | 0.49 | 0.06 | 2.03 | 28.57 | 70.85 | -35.95 | 63.04 |

their investment horizon better. To inspect the relation, I take the weights of the pure-alpha portfolios employed in the previous sections and use them to weight average stock returns from month $t+1$ to $t+12$. I report results for both all-stock and no-penny universes in Table 14. The results are qualitatively very similar to the results using monthly rebalancing. Returns and their $t$-stats even increase for both datasets. We can see that the returns are not driven by short-lived features present among illiquid stocks.

Table 13: Volatility-targeted pure-alpha portfolio returns. The table contains out-of-sample results for the pure-alpha portfolios estimated using the ARM-IPCA model ranging between one and six latent factors. Weights of the portfolios target in-sample volatility od $20 \%$ p.a. Table reports annualized mean, corresponding HAC $t$-statistics of Newey and West (1987) with six lags, Sharpe ratio (SR), skewness, kurtosis, the maximum drawdown, and best- and worst-month returns. Values are in percentages. I use expanding window estimation with a 60 -month initial period. No-penny dataset excludes stocks with a price less than $\$ 5$ or market cap below $10 \%$ quantile of NYSE stocks. Data cover the period between January 1968 and December 2018.

| $K$ factors | Mean | $t$-stat | SR | Skewness | Kurtosis | Maximum drawdown | Worst month | Best month |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: All stocks |  |  |  |  |  |  |  |  |
| 1 | 15.21 | 4.80 | 0.72 | 0.13 | 2.62 | 36.25 | -23.74 | 24.61 |
| 2 | 20.11 | 6.22 | 0.94 | 0.06 | 3.26 | 34.38 | -27.49 | 26.32 |
| 3 | 17.36 | 5.49 | 0.85 | 0.46 | 3.62 | 32.09 | -23.40 | 30.99 |
| 4 | 9.69 | 3.37 | 0.46 | 0.48 | 2.05 | 33.41 | -24.09 | 26.54 |
| 5 | 9.38 | 3.08 | 0.45 | 0.67 | 1.67 | 45.53 | -16.03 | 24.57 |
| 6 | 7.04 | 2.15 | 0.33 | 0.65 | 1.94 | 57.02 | -15.24 | 28.09 |
| Panel B: No penny stocks |  |  |  |  |  |  |  |  |
| 1 | 13.72 | 4.43 | 0.69 | 0.17 | 4.10 | 53.10 | -25.69 | 27.86 |
| 2 | 15.41 | 4.52 | 0.77 | 0.11 | 3.79 | 56.86 | -24.08 | 30.69 |
| 3 | 10.03 | 3.07 | 0.52 | 0.33 | 3.82 | 77.03 | -23.57 | 30.69 |
| 4 | 2.63 | 0.84 | 0.13 | -0.02 | 2.83 | 83.24 | -26.12 | 28.75 |
| 5 | 0.24 | 0.08 | 0.01 | 0.16 | 3.43 | 87.09 | -27.85 | 30.62 |
| 6 | 0.24 | 0.08 | 0.01 | 0.05 | 3.62 | 90.78 | -29.78 | 29.16 |

Table 14: Pure-alpha portfolio annual returns. The table contains out-of-sample results for the pure-alpha portfolios estimated using the ARM-IPCA model ranging between one and six latent factors. Portfolios are annually rebalanced. Table reports annualized mean, corresponding HAC $t$-statistics of Newey and West (1987) with six lags, Sharpe ratio (SR), skewness, kurtosis, the maximum drawdown, and best- and worst-month returns. Values are in percentages. I use expanding window estimation with a $60-\mathrm{month}$ initial period. No-penny dataset excludes stocks with a price less than $\$ 5$ or market cap below $10 \%$ quantile of NYSE stocks. Data cover the period between January 1968 and December 2018.

| K factors | Mean | t-stat | SR | Skewness | Kurtosis | Worst <br> month | Best <br> month |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: All stocks |  |  |  |  |  |  |  |
| 1 | 30.69 | 5.06 | 1.53 | 0.37 | 0.11 | -14.37 | 22.79 |
| 2 | 39.70 | 6.41 | 1.99 | 0.25 | 0.27 | -14.85 | 25.42 |
| 3 | 38.55 | 6.34 | 1.93 | 0.62 | 0.59 | -13.01 | 26.19 |
| 4 | 21.12 | 3.73 | 1.06 | 0.39 | 0.47 | -17.39 | 21.51 |
| 5 | 14.10 | 2.41 | 0.71 | 0.68 | 1.29 | -15.00 | 23.45 |
| 6 | 9.93 | 1.73 | 0.50 | 1.08 | 3.85 | -16.62 | 32.38 |
| $\boldsymbol{P a n e l} \boldsymbol{B}:$ | No penny | stocks |  |  |  |  |  |
| 1 | 27.61 | 4.38 | 1.38 | 0.25 | 0.55 | -15.40 | 19.78 |
| 2 | 35.45 | 5.65 | 1.77 | 0.28 | 0.39 | -12.75 | 21.12 |
| 3 | 24.06 | 3.89 | 1.20 | 0.27 | 0.85 | -21.53 | 22.39 |
| 4 | 9.40 | 1.69 | 0.47 | 0.15 | 1.63 | -20.39 | 22.31 |
| 5 | 3.74 | 0.67 | 0.19 | 0.22 | 2.20 | -20.77 | 23.23 |
| 6 | 5.91 | 1.05 | 0.30 | 0.26 | 3.08 | -22.60 | 24.81 |

## 4 Momentum Relation

The fact that the pure-alpha portfolios are exposed to the momentum risk relates to recent results in the literature. Much work has been done investigating the relationship between
momentum returns and tail risk. More specifically, some studies investigate momentum crashes and propose methods to avoid them. Barroso and Santa-Clara (2015) propose a volatility-managed approach to solving the problem of extreme drawdowns and excess kurtosis related to the momentum strategy. Daniel and Moskowitz (2016) propose an alternative approach that maximizes the Sharpe ratio based on predicting both risk and return of the momentum strategy.

Min and Kim (2016) investigate the momentum strategy in relation to the economic states. They find that the strategy performs poorly when the marginal utility of wealth is the highest captured by the expectation of the market risk premium. They conclude that the momentum premium is substantially related to the downside risk. Atilgan et al. (2020) report the presence of left-tail momentum that is characterized by the continuation of extreme left-tail events of stocks that experienced such events in the past. Unlike their results, my pure-alpha portfolios that invest in stocks with high systematic left-tail risk report economically intuitive positive returns and positive exposure to the momentum factor.

Although the pure-alpha portfolios are significantly exposed to the momentum factor, they do not possess such extreme behavior. During the investigated period, momentum possesses a negative skewness of -1.35 . On the other hand, the lowest value of skewness that a pure-alpha portfolio yields is -0.12 , obtained from the IPCA model with four latent factors. On top of that, unlike the distribution of the momentum returns that exhibit highly leptokurtic features with a value of kurtosis equal to 10.92 , the pure alpha portfolio attains a value of 6.59 at the highest.

Kelly et al. (2021) investigate momentum in relation to the IPCA model. They conclude that the momentum premium is explainable since it significantly proxies for the exposure to the common factors. Even though the original set of IPCA factors can erase the abnormal returns of the momentum factor, pure-alpha portfolios cannot be explainable by this set of factors.

I investigate consequences of including the momentum factor into the ARM-IPCA model. By doing this, I can infer whether the ARMs proxy for the exposure to the momentum factor. The answer to this question may help to better understand why the pure-alpha portfolios are partly diminished by the momentum factor. I also investigate pure-alpha portfolios that uses not only ARMs but also momentum characteristic to see its effect on the returns.

Table 15: Coefficients from the model that includes momentum. The table reports coefficients estimated insample of the model in which ARMs explain anomaly alphas $\left(\Gamma_{\alpha}\right)$ and betas with respect to the momentum factor $\left(\Gamma_{\delta}\right)$. Below the coefficients, I include HAC $t$-statistics of Newey and West (1987) with six lags. Model is estimated using OLS. Data cover the period between January 1968 and December 2018.

|  | coskew | cokurt | beta_down | down_corr | htcr | beta_tr | coentropy | cos_pred | beta_neg | mcrash | ciq_down |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Gamma_{\alpha}$ | -5.17 | -1.83 | -8.51 | 0.81 | 0.06 | 3.69 | -2.80 | -0.58 | 9.70 | 1.13 | 4.48 |
|  | $(-8.11)$ | $(-2.20)$ | $(-6.78)$ | $(0.61)$ | $(0.09)$ | $(6.99)$ | $(-2.10)$ | $(-0.86)$ | $(9.44)$ | $(2.22)$ | $(8.77)$ |
| $\Gamma_{\delta}$ | -0.05 | 0.28 | -0.19 | 0.15 | 0.38 | -0.09 | -0.14 | -0.57 | -0.67 | 0.04 | -0.11 |
|  | $(-2.18)$ | $(9.04)$ | $(-4.06)$ | $(2.98)$ | $(15.57)$ | $(-4.58)$ | $(-2.72)$ | $(-23.94)$ | $(-18.36)$ | $(2.41)$ | $(-6.04)$ |

### 4.1 Momentum Factor

In this section, I augment the IPCA model to not only contain latent factors, but also include the momentum factor. The model changes to

$$
\begin{gather*}
r_{i, t+1}=\alpha_{i, t}+\beta_{i, t} f_{t+1}+\delta_{i, t} g_{t+1}+\epsilon_{i, t+1} \\
\delta_{i, t}=z_{i, t}^{\prime} \Gamma_{\delta}+\nu_{\delta, i, t} \tag{12}
\end{gather*}
$$

where $g_{t+1}$ is the momentum factor, $\Gamma_{\delta}$ is the mapping from ARMs to loadings on the momentum factor, and the rest follows the same specification as model 8. I investigate how ARMs relate to the exposures to the momentum factor.

First, I present in-sample results of a model that does not include any latent factors. The model is in the form

$$
\begin{equation*}
r_{i, t+1}=z_{i, t}^{\prime} \Gamma_{\alpha}+z_{i, t}^{\prime} \Gamma_{\delta} g_{t+1}+\epsilon_{i, t+1} \tag{13}
\end{equation*}
$$

Because the factor $g_{t+1}$ is observable, I can estimate $\Gamma_{\alpha}$ and $\Gamma_{\delta}$ using OLS by setting the right-hand variables to $z_{i, t}$ and $g_{i, t} \otimes z_{i, t}$. By inspecting the estimate of $\Gamma_{\delta}$, we can see how ARMs explain the exposures into the momentum factor. Table 15 summarizes the result. We can see that many of the variables proxy significantly not only for the abnormal returns but also for the exposures to the momentum factor. The highest significance of the explanatory power possesses the predicted coskewness.

Out-of-sample results with one to six latent factors of the Model 12 summarizes Table 16. We can see that when the ARMs are allowed to explain the exposures to the momentum factor, the corresponding pure-alpha portfolios are noticeably lower than what can be achieved without controlling for the exposure. This partly explains why the pure-alpha portfolios from the previous section are related to the momentum factor.

Table 16: Pure-alpha portfolio returns with the momentum factor. The table contains out-of-sample results for the pure-alpha portfolios estimated using the ARM-IPCA model ranging between one and six latent factors. Model also includes momentum factor and ARMs are allowed to proxy for the corresponding exposure. It reports annualized mean, corresponding HAC $t$-statistics of Newey and West (1987) with six lags, Sharpe ratio (SR), skewness, kurtosis, the maximum drawdown, and best- and worst-month returns. Values are in percentages. I use expanding window estimation with a 60 -month initial period. Data cover the period between January 1968 and December 2018.

| $K$ factors | Mean | $t$-stat | SR | Skewness | Kurtosis | Maximum <br> drawdown | Worst <br> month | Best <br> month |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 7.20 | 2.26 | 0.36 | 0.31 | 3.67 | 74.30 | -32.84 | 28.88 |
| 2 | 9.28 | 2.77 | 0.46 | 1.05 | 5.40 | 47.94 | -21.50 | 39.17 |
| 3 | 4.58 | 1.64 | 0.23 | 0.33 | 4.71 | 49.12 | -34.36 | 29.27 |
| 4 | 3.85 | 1.46 | 0.19 | 0.07 | 4.40 | 66.11 | -35.66 | 28.05 |
| 5 | 8.41 | 3.09 | 0.42 | -0.19 | 6.26 | 44.60 | -40.07 | 28.08 |
| 6 | 4.72 | 1.69 | 0.24 | 0.77 | 4.12 | 52.72 | -19.42 | 27.96 |

Table 17: Pure-alpha portfolio returns with momentum characteristic. The table contains out-of-sample results for the pure-alpha portfolios estimated using the ARM-IPCA model ranging between one and six latent factors. Model also includes momentum characteristic for each stock as an instrument. It reports annualized mean, corresponding HAC $t$-statistics of Newey and West (1987) with six lags, Sharpe ratio (SR), skewness, kurtosis, the maximum drawdown, and best- and worst-month returns. Values are in percentages. I use expanding window estimation with a 60 -month initial period. Data cover the period between January 1968 and December 2018.

| $K$ factors | Mean | $t$-stat | SR | Skewness | Kurtosis | Maximum <br> drawdown | Worst <br> month | Best <br> month |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 11.51 | 4.25 | 0.58 | -1.44 | 11.59 | 55.51 | -48.58 | 22.36 |
| 2 | 14.88 | 4.83 | 0.74 | -0.49 | 7.81 | 58.79 | -42.96 | 25.29 |
| 3 | 9.98 | 3.04 | 0.50 | 0.55 | 4.38 | 64.70 | -25.04 | 30.12 |
| 4 | 7.65 | 2.52 | 0.38 | 0.29 | 3.59 | 68.88 | -23.70 | 27.50 |
| 5 | 5.01 | 1.61 | 0.25 | 0.25 | 4.18 | 80.58 | -29.16 | 29.03 |
| 6 | 6.84 | 2.30 | 0.34 | 0.05 | 3.40 | 50.96 | -30.18 | 24.13 |

### 4.2 Controlling for the Momentum Characteristic

Next, I include the momentum characteristic into the ARM-IPCA model. I investigate whether the momentum characteristic can alter the latent factor structure of the model and diminish the significance of the pure-alpha portfolios. Results in Table 17 are very similar to the results obtained from the models that do not include momentum characteristic. This observation suggests that the pure-alpha portfolios are not noticeably affected by the inclusion of the momentum characteristic into the set of instrumental variables.

## 5 Time-Varying Risk Premium

The IPCA framework may only fully capture the arbitrage opportunities if the compensation for bearing risk associated with the ARMs is stable across time. To investigate and potentially exploit the time-varying nature of the risk premium associated with the ARMs,

I employ the projected principal component analysis (PPCA) framework proposed by Fan et al. (2016) and extended by Kim et al. (2020). Compared to the IPCA framework, PPCA enables changes in cross-sectional relations between alphas/betas and characteristics. This variation may be potentially important if the relation between ARMs and risk/mispricing changes over time due to various reasons, such as being arbitraged away or beta-ARM relation changes.

An example of the former constitutes the results of Mclean and Pontiff (2016), which state that the relation changes due to the investors' usage of academic publications to learn about mispricing and forming their investment decisions based on that. An example of the latter represents Cho (2020), who argues that financial intermediaries turn alphas into betas through their arbitrage process and exposure to funding liquidity and arbitrageur wealth portfolio shocks.

The PPCA framework first assigns maximal explanatory power of the characteristics to the systematic risk exposures before relating the characteristics to their alphas. The resulting arbitrage portfolio thus aims to hedge sources of systematic risk related to the characteristics while enjoying the residual returns associated with the ARMs. Moreover, it enables the arbitrage portfolios to reflect the time variation in compensation for the ARMs by being consistently estimated over short samples. This feature comes at the cost of less efficiency if the relationship between characteristics and model parameters are constant because we use less data to estimate the model and form the arbitrage portfolio.

### 5.1 PPCA Model

Similarly, as in the case of the IPCA model, I assume that the excess return of stock follows the structure

$$
\begin{equation*}
r_{i, t}=\alpha_{i}+\beta_{i} f_{t}+\epsilon_{i, t} \tag{14}
\end{equation*}
$$

where the main difference in comparison to IPCA is that now I assume that the returngenerating process for individual stocks (characterized by $\alpha_{i}$ and $\beta_{i}$ ) is stable over short time periods (12 months in the empirical investigation) $t=1, \ldots, T$. In a matrix format for $N$ assets over $T$ periods, this can be rewritten as

$$
\begin{equation*}
\boldsymbol{R}=\boldsymbol{\alpha} \mathbf{1}_{T}^{\prime}+\boldsymbol{B} \boldsymbol{F}^{\prime}+\boldsymbol{E} \tag{15}
\end{equation*}
$$

where $\boldsymbol{R}$ is the $(N \times T)$ matrix of returns, $\boldsymbol{\alpha}$ is the ( $N \times 1$ ) mispricing vector, $\boldsymbol{B}$ is the ( $N \times K$ ) matrix with $i$-th row corresponding to factor exposure $\beta_{i}^{\prime}, \boldsymbol{F}$ is the $(T \times K)$ matrix of latent
factors with $t$-th row being $f_{t}^{\prime}=\left[f_{1, t}, \ldots, f_{K, t}\right]$. This specification allows the systematic exposure matrix $\boldsymbol{B}$ and vector of mispricing being nonparametric functions of the assetspecific characteristics. I stack each of the $L$ characteristics into the ( $N \times L$ ) matrix $\boldsymbol{Z}$ and impose the following structure

$$
\begin{align*}
\boldsymbol{\alpha} & =\boldsymbol{G}_{\alpha}(\boldsymbol{Z})+\Gamma_{\alpha}  \tag{16}\\
\boldsymbol{B} & =\boldsymbol{G}_{\beta}(\boldsymbol{Z})+\Gamma_{\beta} \tag{17}
\end{align*}
$$

where the mis-pricing function is defined as $\boldsymbol{G}_{\alpha}(\boldsymbol{Z}): \mathbb{R}^{N \times L} \rightarrow \mathbb{R}^{N}$, and the factor loading function is $\boldsymbol{G}_{\beta}(\boldsymbol{Z}): \mathbb{R}^{N \times L} \rightarrow \mathbb{R}^{N \times K}$, and the $(N \times 1)$ vector $\Gamma_{\alpha}$ and the $(N \times K)$ matrix $\Gamma_{\beta}$ are cross-sectionally orthogonal to the characteristics $\boldsymbol{Z}$. To estimate this model, I follow the projected principal component analysis (PPCA) proposed by Fan et al. (2016) and generalized by Kim et al. (2020) to allow for the presence of the mispricing contained in $\boldsymbol{\alpha}$.

The formation of the arbitrage portfolio proceeds in three steps. First, I demean the returns and apply PCA to obtain an estimate of $\boldsymbol{G}_{\boldsymbol{\beta}}(\boldsymbol{Z})$. Second, I cross-sectionally regress the average returns on the characteristics space which is orthogonal to the estimate $\boldsymbol{G}_{\beta}(\boldsymbol{Z})$ from the first step to obtain the estimate of $\boldsymbol{G}_{\alpha}(\boldsymbol{Z})$. Third, I use the estimate of $\boldsymbol{G}_{\alpha}(\boldsymbol{Z})$ to form the portfolio, which is held for the next period. I denote this portfolio as arbitrage portfolio.

The main advantage of this methodology over the IPCA framework is that it is suited for the estimation over short time periods and thus enables to exploit the dynamics of the compensation for the ARMs. The model is estimated on a rolling-window basis, setting $T$ to a short time period. This freedom allows for a change in cross-sectional relation between ARMs and returns either in terms of systematic risk or mispricing. Moreover, the model does not require to have all relevant characteristics for risk and mispricing, as the missing information may be contained in $\Gamma_{\alpha}$ and $\Gamma_{\beta}$. The aim of this model is to exploit mispricing captured by $\boldsymbol{\alpha}$ while hedging the systematic risk characterized by the ARMs and captured by $\boldsymbol{B} .{ }^{6}$

This greater flexibility comes at a cost, however. The methodology does not exploit the time-variation of the characteristics during the estimation window. It employs only the values of characteristics at the first estimation period and assumes that these values proxy sufficiently for characteristics in the subsequent periods during the window. If the true relationship between characteristics and the model is constant, this will lead to a loss of estimation efficiency.

Following the original empirical PPCA implementation, I cross-sectionally demean the

[^5]characteristics so that the resulting arbitrage portfolio costs zero dollars. Moreover, I target the in-sample volatility of the portfolio at $20 \%$ per year. I report the results for a range between one and ten latent factors. All the results are purely out-of-sample as the model is fitted using 12 months of data, the arbitrage portfolio is formed at the end of this period using the value of the characteristic at the beginning of the holding period, and then the return in the next month is recorded.

### 5.2 Arbitrage Portfolios

Table 18 summarizes the performances of the arbitrage portfolios that exploit the ARMs. We can see that when we use between two and ten factors in the model, we can obtain significant abnormal returns that are hedged against the exposure to common risks. The annual risk premium that we can obtain constitutes around $7.5 \%$ per year with a Sharpe ratio of around 0.45 and highly significant $t$-statistics of the average return of around three. Although the arbitrage portfolios yield significant hedged returns, they do not result in noticeably better performance than single-sorted portfolios with the Sharpe ratio being at a maximum equal to 0.53 compared to the Sharpe ratio of downside CIQ beta with a value of 0.42 in the case of its managed portfolio.

Regarding the distributional features of the returns, we see that they are close to symmetrically distributed. On the other hand, the estimated kurtosis values suggest that the returns are more heavy-tailed than the pure-alpha portfolios estimated using the ARM-IPCA model. This fact also affects the maximum drawdowns of the portfolios, which are also higher in the case of the arbitrage portfolios than in the case of pure-alpha portfolios. Figure 4 plots the cumulative returns of the arbitrage portfolios. We see that the portfolios constantly grow up until around the financial crisis. Around that time, returns sizably deteriorate and have not recovered since then.

Table 19 summarizes the risk-adjusted returns of the arbitrage portfolios with respect to various factor models based on three-factor model of Fama and French (1993). While threeand five-factor models of Fama and French (1993) and Fama and French (2015) are not able to explain the associated anomaly returns, results that include momentum factor erase their significance.

To further investigate the relationship between arbitrage returns and other factors, I report in Table 20 exposures to the six-factor model based on four factors of Carhart (1997) augmented by CIV shocks of Herskovic et al. (2016), and the BAB factor of Frazzini and Pedersen (2014). We observe that the six-factor alpha significantly shrinks to around $4 \%$ per annum, and the corresponding $t$-statistic falls below two in all models. Similarly, as in

Table 18: Summary of the arbitrage portfolio returns. The table contains out-of-sample results for the arbitrage portfolios estimated using the extended PPCA framework of Kim et al. (2020) using a rolling window estimation of 12 months and various numbers of latent factors. It reports the annualized mean return, corresponding HAC $t$-statistics of Newey and West (1987) with six lags, Sharpe ratio (SR), skewness, kurtosis, the maximum drawdown, and best- and worst-month returns. Data cover the period between January 1968 and December 2018.

| $K$ factors | Mean | $t$-stat | SR | Skewness | Kurtosis | Maximum <br> drawdown | Worst <br> month | Best <br> month |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3.29 | 1.30 | 0.20 | 0.79 | 8.13 | 60.81 | -28.64 | 32.97 |
| 2 | 8.63 | 3.07 | 0.47 | 0.10 | 5.03 | 60.14 | -31.22 | 30.56 |
| 3 | 7.73 | 2.99 | 0.49 | 0.40 | 6.92 | 55.43 | -29.57 | 30.11 |
| 4 | 7.76 | 2.83 | 0.43 | -0.00 | 4.61 | 56.98 | -30.22 | 28.39 |
| 5 | 7.66 | 2.92 | 0.45 | 0.15 | 5.89 | 61.76 | -28.80 | 30.67 |
| 6 | 7.84 | 2.96 | 0.46 | -0.08 | 6.19 | 50.07 | -31.86 | 27.03 |
| 7 | 7.71 | 3.01 | 0.46 | -0.49 | 8.05 | 46.79 | -34.48 | 26.16 |
| 8 | 8.90 | 3.35 | 0.53 | -0.30 | 8.81 | 47.13 | -33.95 | 30.00 |
| 9 | 6.32 | 2.35 | 0.39 | -0.06 | 7.05 | 60.23 | -29.87 | 28.11 |
| 10 | 5.68 | 2.26 | 0.35 | -0.52 | 18.54 | 52.76 | -44.09 | 32.44 |

the case of pure-alpha portfolios, the arbitrage portfolio possess a significant exposure to the momentum factor. In this case, however, the momentum strategy, along with other factors, explains the whole significant part of the arbitrage returns. Well-documented momentum crashes may partially explain the leptokurtic features of the portfolio, similarly they may be related to the high drawdowns that the portfolios experienced.

We observe that the arbitrage returns of ARMs do not benefit from considering the timevarying nature of the model setting. The claim is apparent since the arbitrage portfolios do not produce abnormal returns beyond common factor exposures, particularly when factoring in relation to the momentum factor. These observations indicate that the loss of efficiency from short-window estimation outweighs any potential benefits from time-varying risk prices for ARMs. This conclusion was already suggested by the regression portfolios that performed better when estimated using the expanding window versus the moving window. Likewise, the alphas of those portfolios were much less impacted when estimated using the expanding window.

In comparison, the pure-alpha portfolio returns obtained from the IPCA procedure using up to five factors yield a significant premium after controlling for those six common factors. Moreover, the Sharpe ratios that attain the pure-alpha portfolios are considerably higher than those of the arbitrage portfolios based on the PPCA. All these results suggest that the relationship between ARMs and anomalous returns is quite stable over time.

Figure 4: Cumulative return of the arbitrage portfolios. The figure depicts the cumulative logarithm price of the arbitrage portfolios based on the PPCA framework of Kim et al. (2020), with the number of latent factors between one and ten. Arbitrage returns are purely out-of-sample. Data cover the period between January 1968 and December 2018.


## 6 ARM Latent Factors

Although we can exploit arbitrage returns related to the ARMs, I also investigate how the ARMs can be used as an approximation for the exposures to the common factors. In this section, I dissect the IPCA model fit using mainly the restricted specification of the ARMIPCA model. I investigate which variables proxy for the exposures to the common factors and how they relate to the original IPCA model results using the set of 32 variables.

### 6.1 Model Fit and Tests

I evaluate the performance of the IPCA models in terms of two metrics. The first one, total $R^{2}$, describes how the model is able to capture time variation of the realized returns using conditional loadings and factor realizations

$$
\begin{equation*}
\text { Total } R^{2}=1-\frac{\sum_{i, t}\left(r_{i, t+1}-z_{i, t}^{\prime}\left(\hat{\Gamma}_{\alpha}+\hat{\Gamma}_{\beta} \hat{f}_{t+1}\right)\right)^{2}}{\sum_{i, t} r_{i, t+1}^{2}} \tag{18}
\end{equation*}
$$

The total $R^{2}$ aims to quantify the model's success at capturing the riskiness of the assets. Total $R^{2}$ is related to the estimation procedure. Similarly, as in the case of principal component analysis, the estimation targets to maximize the model's explanatory power of the time variation of returns. In the case of the out-of-sample fits, the model parameters are estimated using the information up to time $t$, the same as the factors that are formed using

Table 19: Fama-French risk-adjusted returns of the arbitrage portfolios. The table reports annualized alphas and their HAC $t$-statistics of Newey and West (1987) with six lags obtained by regressing the arbitrage portfolio returns on various factor models and their combinations: Fama and French (1993), Carhart (1997), Fama and French (2015), CIV shocks of Herskovic et al. (2016), and BAB factor of Frazzini and Pedersen (2014). Data cover the period between January 1973 and December 2018.

| $K$ factors | CAPM | FF3 | FF3+MOM | $\begin{gathered} \mathrm{FF} 3+\mathrm{MOM} \\ +\mathrm{CIV} \end{gathered}$ | $\begin{aligned} & \mathrm{FF} 3+\mathrm{MOM} \\ & +\mathrm{CIV}+\mathrm{BAB} \end{aligned}$ | FF5 | FF5+MOM | $\begin{gathered} \text { FF5 }+\mathrm{MOM} \\ +\mathrm{CIV} \end{gathered}$ | $\begin{aligned} & \text { FF5+MOM } \\ & +\mathrm{CIV}+\mathrm{BAB} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.38 | 1.85 | 1.36 | 1.36 | 3.44 | 2.81 | 2.40 | 2.40 | 3.38 |
|  | (0.90) | (0.70) | (0.46) | (0.46) | (1.06) | (0.91) | (0.71) | (0.71) | (0.99) |
| 2 | 8.31 | 7.80 | 3.02 | 3.02 | 4.74 | 7.53 | 3.71 | 3.71 | 4.51 |
|  | (2.78) | (2.51) | (1.07) | (1.07) | (1.57) | (2.20) | (1.22) | (1.22) | (1.47) |
| 3 | 7.04 | 6.55 | 2.73 | 2.73 | 4.21 | 6.64 | 3.57 | 3.57 | 4.20 |
|  | (2.61) | (2.43) | (1.09) | (1.09) | (1.53) | (2.18) | (1.27) | (1.27) | (1.47) |
| 4 |  |  |  |  |  |  |  | $2.94$ | 3.47 |
|  | (2.57) | (2.43) | $(0.82)$ | $(0.82)$ | (1.20) | (2.10) | (1.03) | (1.03) | (1.18) |
| 5 | 7.04 | 6.71 | 2.49 | 2.48 | 3.72 | 6.68 | 3.28 | 3.28 | 3.77 |
|  | (2.57) | (2.42) | (0.95) | (0.96) | (1.29) | (2.11) | (1.14) | (1.15) | (1.27) |
| 6 | 7.37 | 7.04 | 2.73 | 2.73 | 3.84 |  |  | $3.77$ | 4.14 |
|  | (2.66) | (2.51) | (1.05) | (1.05) | (1.33) | $(2.29)$ | (1.33) | (1.33) | (1.41) |
| 7 |  |  | 2.72 | 2.72 | 3.83 | $7.30$ | 3.73 | 3.73 | 4.09 |
|  | (2.68) | $(2.59)$ | (1.05) | (1.05) | (1.33) | $(2.31)$ | (1.30) | (1.30) | (1.38) |
| 8 | 8.44 | 8.65 | 4.38 | 4.38 | 5.19 | 8.44 | 5.02 | 5.02 | 5.23 |
|  | (3.06) | (3.09) | (1.60) | (1.60) | (1.72) | (2.62) | (1.66) | (1.66) | (1.68) |
| 9 |  |  |  |  |  |  |  |  |  |
|  | $(2.17)$ | (2.09) | $(0.74)$ | $(0.74)$ | $(0.94)$ | (1.74) | $(0.84)$ | $(0.84)$ | $(0.90)$ |
| 10 | 5.05 | 4.69 | 0.58 | 0.58 | 1.28 | 4.51 | 1.21 | $1.20$ | $1.43$ |
|  | (1.93) | (1.75) | (0.23) | (0.23) | (0.46) | (1.40) | (0.43) | (0.43) | (0.50) |

Table 20: Exposures of the arbitrage portfolios. The table reports estimated coefficients and their $t$-statistics from regressing returns of the arbitrage portfolios on four factors of Carhart (1997), CIV shocks of Herskovic et al. (2016), and the BAB factor of Frazzini and Pedersen (2014). The formation of the arbitrage portfolios is based on the extended PPCA framework of Kim et al. (2020) using a rolling window estimation of 12 months. Arbitrage returns are purely out-of-sample. Data cover the period between January 1968 and December 2018.

| $N$ factors | $\alpha$ | Mkt | SMB | HML | CIV | BAB | MOM |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 3.44 | 0.11 | 0.34 | 0.27 | -0.05 | -0.31 | 0.14 |
|  | $(1.06)$ | $(1.58)$ | $(2.31)$ | $(2.73)$ | $(-1.72)$ | $(-2.88)$ | $(1.32)$ |
| 2 | 4.74 | 0.11 | 0.30 | 0.40 | -0.02 | -0.26 | 0.53 |
|  | $(1.57)$ | $(1.47)$ | $(2.19)$ | $(3.23)$ | $(-0.97)$ | $(-2.68)$ | $(5.84)$ |
| 3 | 4.21 | 0.15 | 0.30 | 0.34 | -0.03 | -0.22 | 0.43 |
|  | $(1.53)$ | $(2.44)$ | $(2.27)$ | $(3.37)$ | $(-1.50)$ | $(-2.38)$ | $(5.03)$ |
| 4 | 3.42 | 0.13 | 0.26 | 0.33 | -0.03 | -0.19 | 0.53 |
|  | $(1.20)$ | $(1.94)$ | $(1.88)$ | $(2.81)$ | $(-1.07)$ | $(-2.07)$ | $(5.95)$ |
| 5 | 3.72 | 0.14 | 0.27 | 0.30 | -0.03 | -0.19 | 0.46 |
|  | $(1.29)$ | $(2.35)$ | $(1.96)$ | $(2.99)$ | $(-1.19)$ | $(-1.96)$ | $(5.12)$ |
|  | 3.84 | 0.12 | 0.28 | 0.30 | -0.02 | -0.17 | 0.46 |
| 6 | $(1.33)$ | $(1.86)$ | $(2.12)$ | $(2.92)$ | $(-0.71)$ | $(-1.82)$ | $(5.49)$ |
|  | 3.83 | 0.13 | 0.19 | 0.26 | -0.02 | -0.17 | 0.47 |
| 7 | $(1.33)$ | $(2.01)$ | $(1.48)$ | $(2.58)$ | $(-0.72)$ | $(-1.95)$ | $(5.40)$ |
|  | 5.19 | 0.11 | 0.21 | 0.16 | -0.02 | -0.12 | 0.45 |
| 8 | $(1.72)$ | $(1.59)$ | $(1.60)$ | $(1.61)$ | $(-0.87)$ | $(-1.27)$ | $(4.79)$ |
|  | 2.58 | 0.08 | 0.26 | 0.23 | -0.01 | -0.10 | 0.40 |
| 9 | $(0.94)$ | $(1.25)$ | $(2.17)$ | $(2.30)$ | $(-0.32)$ | $(-1.10)$ | $(4.57)$ |
|  | 1.28 | 0.13 | 0.35 | 0.27 | -0.02 | -0.11 | 0.43 |
| 10 | $(0.46)$ | $(2.07)$ | $(2.82)$ | $(3.46)$ | $(-0.84)$ | $(-1.20)$ | $(5.05)$ |

the information up to time $t$, and the out-of-sample realized factor returns are then recorded. The second metric, predictive $R^{2}$, captures how the model is capable of explaining the
conditional expected returns

$$
\begin{equation*}
\text { Predictive } R^{2}=1-\frac{\sum_{i, t}\left(r_{i, t+1}-z_{i, t}^{\prime}\left(\hat{\Gamma}_{\alpha}+\hat{\Gamma}_{\beta} \hat{\lambda}\right)\right)^{2}}{\sum_{i, t} r_{i, t+1}^{2}} \tag{19}
\end{equation*}
$$

where $\hat{\lambda}$ is a vector of factor means. In the case of out-of-sample analysis, $\hat{\lambda}$ is estimated up to time $t$. The predictive $R^{2}$ captures how much the model is able to describe the risk-return trade-off of the assets. We can use the restriction of $\Gamma_{\alpha}=0$ to compare the performance with the unrestricted model. When we impose the restriction, the predictive $R^{2}$ tells us how much the risk compensation can be explained by the systematic risk with the exposures approximated by the ARMs. When we do not impose this restriction, the predictive $R^{2}$ summarizes how much of the variation of the expected returns can be explained through the characteristics via their relation to either systematic risk exposure or anomaly intercepts.

Moreover, the IPCA model has a natural interpretation in terms of managed portfolios. Using managed portfolio interpretation is important for estimation (e.g., for initial guess of the numerical optimization), its relation to the classical PCA estimator, and for various bootstrap testing procedures. More importantly for the presented analysis, I will use both single stock and managed portfolio returns to evaluate the performance of the IPCA models. Asset pricing literature frequently prefers to use portfolios because of their lower levels of unrelated idiosyncratic risk. The corresponding metrics are defined as

$$
\begin{equation*}
\text { Total } R^{2}=1-\frac{\sum_{t}\left(x_{t+1}-Z_{t}^{\prime} Z_{t}\left(\hat{\Gamma}_{\alpha}+\hat{\Gamma}_{\beta} \hat{f}_{t+1}\right)\right)^{\prime}\left(x_{t+1}-Z_{t}^{\prime} Z_{t}\left(\hat{\Gamma}_{\alpha}+\hat{\Gamma}_{\beta} \hat{f}_{t+1}\right)\right)}{\sum_{t} x_{t+1}^{\prime} x_{t+1}} \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { Predictive } R^{2}=1-\frac{\sum_{t}\left(x_{t+1}-Z_{t}^{\prime} Z_{t}\left(\hat{\Gamma}_{\alpha}+\hat{\Gamma}_{\beta} \hat{\lambda}\right)\right)^{\prime}\left(x_{t+1}-Z_{t}^{\prime} Z_{t}\left(\hat{\Gamma}_{\alpha}+\hat{\Gamma}_{\beta} \hat{\lambda}\right)\right)}{\sum_{t} x_{t+1}^{\prime} x_{t+1}} \tag{21}
\end{equation*}
$$

To formally decide between restricted or unrestricted model specification for given number of latent factors in-sample, I follow Kelly et al. (2019). Using Model 8, I test a null hypothesis of $H_{0}: \Gamma_{\alpha}=0_{L \times 1}$ against an alternative hypothesis $H_{1}: \Gamma_{\alpha} \neq 0_{t \times 1}$. Under the null hypothesis, the characteristics do not yield significant alphas after controlling for their explanatory power regarding the loadings on latent factors. The procedure follows three steps.

First, the unrestricted IPCA model is estimated and the parameters and the residuals are saved. I compute a Wald-type test statistic that measures the distance between the restricted
and unrestricted model, $W_{\alpha}=\hat{\Gamma}_{\alpha}^{\prime} \hat{\Gamma}_{\alpha}$. Second, the inference regarding the test statistic is performed using residual bootstrap. In each bootstrap replication, I generate a sample of new managed portfolio returns using the estimated residuals, estimate $\hat{\Gamma}_{\beta}$ (both from the original unrestricted model) and the restricted model's specification (setting $\Gamma_{\alpha}=0$ ). Then, the generated sample is used to estimate the unrestricted model and the simulated test statistic is saved. Third, the resulting inference is obtained from the simulated distribution of bootstrapped test statistics. A resulting $p$-value of the test is calculated as a proportion of bootstrapped test statistics that exceed the value of the test statistic from the actual data.

To assess the fit of the restricted and unrestricted model out-of-sample, I investigate the performances of two portfolios. Beside the pure-alpha portfolio studied in Section 3, I use the restricted model to form a factor tangency portfolio. Each time $t$, I estimate the restricted model and set weights of the factor portfolios proportional to $\Sigma_{t}^{-1} \mu_{t}$, where $\Sigma_{t}$ and $\mu_{t}$ are a covariance matrix and vector of average returns of the IPCA factors, respectively, both estimated using information up to time $t$. The portfolio weights are re-scaled to target $1 \%$ monthly volatility based on the historical estimate. The performance of this portfolio indicates how well the ARMs align with the exposures to the common factors and whether those exposures are priced.

### 6.2 IPCA Estimation Results

Panel A of Table 21 summarizes the in-sample results of both restricted and unrestricted versions of the IPCA models with varying numbers of latent factors. The models are estimated over the whole sample. The first segment of each panel captures the results using individual stocks. The second segment describes the results using the managed portfolios. The third segment then reports the test results regarding the zero alpha assumption.

The test rejects the null hypothesis of non-significant alphas for the first five IPCA specifications. The predictive $R^{2}$ s suggest little difference between the restricted and nonrestricted models for the IPCA(3) models. However, it is difficult to assess the importance of those differences as only a tiny increase of $R^{2}$ may lead to large investment gains. They may play even more significant role if we look at the out-of-sample results, which the results of the pure-alpha portfolios confirm.

Generally, the results are similar to the results obtained by Kelly et al. (2019) or Kelly et al. (2023) in the sense that only a few instrumented latent factors are needed to explain the asset returns. These results suggest that if we let the ARMs explain the exposures into latent factors, their residual abnormal alpha returns vanish. The main difference between the results here and the results obtained by Kelly et al. (2019) is that their dataset contains

Table 21: ARM-IPCA results. The table reports in-sample and out-of-sample results of the ARM-IPCA models with varying numbers of latent factors. The asset pricing test reports $p$-values of the null hypothesis that $\Gamma_{\alpha}=0$. Data cover the period between January 1968 and December 2018.

|  | $\operatorname{IPCA}(K)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| Panel A: In-sample results <br> Individual stocks |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
| Total $R^{2} \quad \Gamma_{\alpha}=0$ | 15.95 | 17.30 | 17.99 | 18.46 | 18.70 | 18.83 | 18.94 | 19.02 |
| $\Gamma_{\alpha} \neq 0$ | 16.02 | 17.36 | 18.00 | 18.47 | 18.71 | 18.83 | 18.94 | 19.02 |
| Predictive $R^{2} \quad \Gamma_{\alpha}=0$ | 0.29 | 0.31 | 0.35 | 0.35 | 0.36 | 0.36 | 0.35 | 0.36 |
| $\Gamma_{\alpha} \neq 0$ | 0.37 | 0.37 | 0.36 | 0.36 | 0.36 | 0.36 | 0.36 | 0.36 |
| Managed portfolios |  |  |  |  |  |  |  |  |
| Total $R^{2} \quad \Gamma_{\alpha}=0$ | 96.28 | 98.35 | 99.45 | 99.66 | 99.79 | 99.85 | 99.90 | 99.94 |
| $\Gamma_{\alpha} \neq 0$ | 96.35 | 98.41 | 99.46 | 99.67 | 99.79 | 99.85 | 99.90 | 99.94 |
| Predictive $R^{2} \quad \Gamma_{\alpha}=0$ | 1.85 | 1.88 | 1.95 | 1.94 | 1.95 | 1.95 | 1.94 | 1.95 |
| $\Gamma_{\alpha} \neq 0$ | 1.97 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.96 | 1.95 |
| Asset pricing test |  |  |  |  |  |  |  |  |
| Panel B: Out-of-sample results |  |  |  |  |  |  |  |  |
| Total $R^{2} \quad \Gamma_{\alpha}=0$ | 15.49 | 16.81 | 17.47 | 17.99 | 18.25 | 18.38 | 18.49 | 18.57 |
| $\Gamma_{\alpha} \neq 0$ | 15.47 | 16.80 | 17.37 | 17.98 | 18.24 | 18.36 | 18.48 | 18.57 |
| Predictive $R^{2} \quad \Gamma_{\alpha}=0$ | 0.23 | 0.23 | 0.26 | 0.26 | 0.27 | 0.28 | 0.28 | 0.28 |
| $\Gamma_{\alpha} \neq 0$ | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 |
| Managed portfolios |  |  |  |  |  |  |  |  |
| Total $R^{2} \quad \Gamma_{\alpha}=0$ | 96.30 | 98.35 | 99.28 | 99.63 | 99.77 | 99.83 | 99.89 | 99.93 |
| $\Gamma_{\alpha} \neq 0$ | 95.91 | 98.04 | 99.08 | 99.56 | 99.74 | 99.81 | 99.88 | 99.92 |
| Predictive $R^{2} \quad \Gamma_{\alpha}=0$ | 1.55 | 1.56 | 1.64 | 1.67 | 1.69 | 1.69 | 1.69 | 1.69 |
| $\Gamma_{\alpha} \neq 0$ | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.70 |
| Tangency portfolios |  |  |  |  |  |  |  |  |
| Mean | 9.74 | 6.64 | 16.36 | 19.11 | 21.37 | 22.37 | 22.93 | 23.68 |
| $t$-stat | 3.10 | 2.27 | 4.45 | 6.00 | 6.06 | 6.66 | 7.10 | 7.43 |
| Sharpe | 0.49 | 0.33 | 0.82 | 0.96 | 1.07 | 1.12 | 1.15 | 1.18 |

36 characteristics and needs six latent factors to not reject the null hypothesis of $\Gamma_{\alpha}=0$. In the present case, I use only 11 characteristics and need the same number of factors to not reject the hypothesis.

The out-of-sample estimation proceeds the same as in the case of the formation of the arbitrage portfolios. The models are estimated using an expanding window with the 60month initial period. Results regarding total and predictive $R^{2}$ hold similarly as in the case of the in-sample analysis. The results of the pure-alpha portfolios from Section 3 show that we have to include around six factors to eliminate statistically significant arbitrage returns. Those observations enable us to understand better the small differences between the predictive $R^{2} \mathrm{~s}$ for the restricted and unrestricted models. Predictive $R^{2} \mathrm{~s}$ for the restricted and unrestricted IPCA(5) models are 0.27 and 0.28 , respectively, but the pure-alpha portfolio of the unrestricted model still delivers abnormal returns of $8.06 \%$ p.a. with significant $t$ statistics of 2.86 . However, once we get to seven latent factors, those arbitrage opportunities vanish.

These out-of-sample results are similar to the results of the bootstrap tests obtained
from the in-sample analysis. We see a need to include multiple latent factors to erase the significant effect of the ARM characteristics. This observation suggests there is less duplicity in the information regarding the expected returns among the ARMs than one might expect. The proportion of the number of factors needed to eliminate arbitrage opportunity and the number of ARMs is more than half.

Based on the performances of the tangency portfolios, the results also suggest that ARMs successfully proxy for the exposures to the common factors. Tangency portfolio yields up to around 1.15 Sharpe ratio. The right panel of Figure 2 captures the cumulative log return of those portfolios. We see tangency portfolios grow over the whole period without a noticeable sign of slowing down.

I also perform the out-of-sample analysis over two sub-intervals as a simple robustness check. Table 28 in Appendix C summarizes the out-of-sample results of the ARM-IPCA models using all stocks estimated separately in two disjoint periods. The first period covers the range between January 1968 and December 1993, and the second spans time between January 1994 and December 2018. Results regarding the tangency and arbitrage portfolios agree with those obtained over the entire period. Generally, the results are stable over disjoint periods, as the number of latent factors needed to eliminate the arbitrage opportunities is around six.

### 6.3 Factors and Characteristic Importance

This section delves further into the features of the latent factors of the ARM-IPCA model. Table 22 summarizes the latent factors from the ARM-IPCA(6) model. The higher Sharpe ratios, both in-sample and out-of-sample, possess mainly higher-order (third and higher) factors. The first instrumented principal component, which explains the most time variation of the returns, leaves the predictive power to the other factors. This observation is similar to the result obtained by Lettau and Pelger (2020), which also reports high Sharpe ratios for higher-order factors.

Figure 8 from Appendix C shows loadings of the ARMs on the latent factors from the restricted IPCA(6). The first two factors are clearly related to the negative semibeta and predicted coskewness, respectively. The fifth factor, which possesses the highest Sharpe ratio both in- and out-of-sample, noticeably loads on tail risk beta and downside CIQ betas.

To formally assess the importance of each variable for the performance of the restricted IPCA model, I perform a bootstrap test proposed by Kelly et al. (2019). For the given IPCA model with $K$ latent factors, let the $l^{\text {th }}$ row in the matrix $\Gamma_{\beta}=\left[\gamma_{\beta, 1}, \ldots, \gamma_{\beta, L}\right]$ maps the $l^{\text {th }}$ characteristic to the loadings on the $K$ latent factors. The null hypothesis assumes

Table 22: Summary statistics of the ARM-IPCA factors. The table reports summary statistics of the instrumented principal components from the IPCA(6) model. The factors are standardized to have an unconditional standard deviation of $20 \%$ p.a.

|  | In-sample |  |  |  | Out-of-sample |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Factor | Mean | Std. Dev. | Sharpe |  | Mean | Std. Dev. | Sharpe |
| 1 | 4.10 | 33.72 | 0.12 |  | 2.02 | 34.24 | 0.06 |
| 2 | 6.94 | 18.35 | 0.38 |  | 3.69 | 18.04 | 0.20 |
| 3 | 3.84 | 13.80 | 0.28 |  | 5.76 | 13.53 | 0.43 |
| 4 | 0.37 | 9.72 | 0.04 |  | 5.70 | 10.91 | 0.52 |
| 5 | 8.92 | 8.58 | 1.04 |  | 8.35 | 9.32 | 0.90 |
| 6 | 3.56 | 7.06 | 0.50 |  | -0.06 | 8.22 | -0.01 |

Table 23: Variable importance of the $A R M s$. The table reports p-values (in \%) of the bootstrap tests that given ARM does not significantly contribute to the restricted ARM-IPCA model's fit in-sample. Data cover the period between January 1968 and December 2018.

|  | IPCA1 | IPCA2 | IPCA3 | IPCA4 | IPCA5 | IPCA6 | IPCA7 | IPCA8 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| coskew | 22.60 | 16.90 | 9.10 | 2.30 | 3.30 | 59.90 | 46.90 | 0.00 |
| cokurt | 17.70 | 18.30 | 9.80 | 4.80 | 7.10 | 55.60 | 1.90 | 0.50 |
| beta_down | 9.90 | 4.90 | 0.20 | 0.30 | 0.10 | 0.80 | 0.00 | 0.00 |
| down_corr | 0.00 | 3.00 | 18.40 | 7.30 | 9.20 | 13.80 | 33.30 | 64.90 |
| htcr | 0.00 | 4.20 | 0.10 | 0.80 | 0.40 | 0.00 | 0.30 | 0.00 |
| beta_tr | 97.80 | 8.60 | 18.80 | 21.70 | 0.00 | 0.00 | 0.00 | 0.00 |
| coentropy | 2.50 | 2.90 | 25.70 | 17.10 | 18.10 | 18.20 | 40.40 | 51.40 |
| cos_pred | 0.10 | 26.60 | 46.30 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| beta_neg | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| mcrash | 49.40 | 6.40 | 2.80 | 3.60 | 2.90 | 1.40 | 4.70 | 8.90 |
| ciq_down | 75.40 | 8.90 | 13.30 | 4.00 | 0.00 | 0.00 | 0.00 | 0.00 |

that the $l^{\text {th }}$ row is equal to zero, i.e., this characteristic does not proxy for the dynamics of the factor loadings. To test the hypothesis, I estimate the alternative model that admits the possibility of the contribution of the $l^{\text {th }}$ characteristic and form a Wald-type characteristic of the form $W_{\beta, l}=\hat{\gamma}_{\beta, l}^{\prime} \hat{\gamma}_{\beta, l}$. I save the estimated model parameters, factors, and managed portfolio residuals. Then, I simulate a new bootstrap sample under the null hypothesis of $\gamma_{\beta, l}$ being equal to zero by resampling the returns of the characteristic-managed portfolios using the wild bootstrap procedure and the estimated parameters. Using the new sample, I estimate the alternative model and form test statistic $\tilde{W}_{\beta, l}^{b}$. The resulting $p$-value of the test is calculated as the proportion of $\tilde{W}_{\beta, l}^{b}$ that exceeds $W_{\beta, l}$.

Table 23 reports simulated $p$-values for each variable and each specification of the IPCA model. We know that around six latent factors are needed to eliminate the arbitrage opportunity, so I focus on the $\operatorname{IPCA}(6)$ specification here. In this case, seven variables are highly significant and drive the explanatory power of the model - downside beta, hybrid tail covariance risk, predicted coskewness, negative semibeta, MCRASH, and downside CIQ beta.

### 6.4 ARMs and other Characteristics

In this section, I investigate how the ARMs relate to other characteristics that have been proven to be significant proxies for factor exposures. To do that, I use data from Freyberger et al. (2020) and Kim et al. (2020) and select 32 variables that were employed in Kelly et al. (2019). Those variables are: market beta (beta), assets-to-market (a2me), total assets (at), sales-to-assets (ato), book-to-market (beme), cash-to-short-term-investment (c), capital turnover (cto), ratio of change in property, plants and equipment to the change in total assets (dpi2a), earnings-to-price (e2p), cash flow-to-book (freecf), idiosyncratic volatility with respect to the FF3 model (idiovol), investment (invest), market capitalization (lme), turnover (lturnover), net operating assets (noa), operating accruals (oa), operating leverage (ol), price-to-cost margin (pcm), profit margin (pm), gross profitability (prof), Tobin's Q (q), price relative to its 52-week high (rel_to_high_price), return on net operating assets (rna), return on assets (roa), return on equity (roe), momentum (cum_return_12_2), intermediate momentum (cum_return_12_7), short-term reversal (cum_return_1_0), long-term reversal (cum_return_36_13), sales-to-price (s2p), bid-ask spread (spread_mean), and unexplained volume (suv). ${ }^{7}$

Figure 5 contains correlations between ARMs and characteristics used in Kelly et al. (2019). The highest correlation is between market beta and negative semibeta with an average value of 0.75 , and market beta and downside beta with a value of 0.58 . Both these correlations are expected to be quite high as their definitions are closely related. Negative semibeta is also highly correlated with idiosyncratic volatility with an average correlation of 0.49 . Table 1 summarizes the average absolute correlations between each ARM and all other characteristics. We observe that the average values are noticeably lower than in the case of correlations with other ARMs. The lowest correlated ARMs are coskewness, downside correlation, tail risk beta and coentropy with value around 0.02 . The highest average correlation possesses negative semibeta with a value of 0.13 .

Right panel of Table 1 reports average correlations between returns of the ARM-managed portfolios and managed portfolios sorted on other characteristics. Naturally, we observe higher correlations than in the case of the raw variables. The highest correlations possess hybrid tail covariance risk and negative semibeta, the lowest average correlations possess tail risk beta.

Table 24 reports correlations between out-of-sample latent factors estimated using the

[^6]Figure 5: Correlations between $A R M s$ and other characteristics. The figure captures time-series averages of cross-sectional correlations between asymmetric risk measures and characteristics used in Kelly et al. (2019). Data include all available stocks and the period between January 1968 and December 2018.

| suv | 0 | -0.02 | -0.01 | 0 | -0.02 | 0 | 0 | -0.03 | 0 | -0.01 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| spread_mean | 0.08 | -0.33 | -0.06 | -0.04 | -0.42 | 0 | -0.03 | -0.24 | 0.26 | -0.09 |
| s2p | 0.01 | -0.17 | -0.04 | 0 | -0.15 | 0.02 | 0 | -0.21 | 0.06 | -0.06 |
| roe | 0 | 0.09 | 0.01 | -0.01 | 0.09 | 0 | -0.01 | 0.11 | -0.07 | 0.04 |
| roa | -0.01 | 0.15 | -0.03 | -0.03 | 0.17 | -0.04 | -0.02 | 0.22 | -0.19 | 0.06 |
| rna | 0 | 0.01 | 0 | 0 | 0.01 | -0.01 | 0 | 0.02 | -0.01 | 0 |

original dataset of 32 variables and latent factors estimated using 11 ARMs. Generally speaking, there is only a little commonality between those two sets of factors. Only the first IPCs from the all-stock dataset are noticeably correlated with a value of a 0.43 . This observation suggests that the ARMs possess a specific common factor structure without a clear link to the structure obtained from the original dataset.

### 6.5 Model with All Characteristics

Next, I investigate whether the ARMs possess additional information for the factor exposures over the variables that were previously employed. To do so, I estimate the restricted and unrestricted IPCA models that utilize both the original set of 32 variables of Kelly et al. (2019) and 11 additional ARM variables, hence All-IPCA. Table 29 from Appendix C reports the in-sample IPCA results. Based on the $p$-values of a test that $\Gamma_{\alpha}=0$, similarly as in

Table 24: Correlations between original IPCA and ARM-IPCA factors. The table reports correlations between IPCA latent factors estimated using set of original 32 variables and IPCA latent factors estimated using 11 ARMs.

|  | ARM-IPC1 | ARM-IPC2 | ARM-IPC3 | ARM-IPC4 | ARM-IPC5 | ARM-IPC6 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| IPC1 | 0.43 | -0.38 | -0.38 | 0.05 | -0.12 | -0.11 |
| IPC2 | 0.30 | 0.15 | -0.13 | -0.13 | 0.04 | 0.05 |
| IPC3 | -0.08 | 0.32 | -0.03 | 0.02 | -0.12 | -0.10 |
| IPC4 | -0.28 | -0.32 | 0.16 | 0.03 | 0.00 | -0.11 |
| IPC5 | -0.23 | 0.22 | 0.26 | -0.05 | 0.41 | 0.08 |
| IPC6 | -0.03 | 0.07 | 0.18 | 0.01 | 0.21 | 0.10 |

Table 25: Variable importance results from the All-IPCA models. The table reports $p$-values (in \%) of the significance tests regarding the importance of the ARMs in relation to the restricted All-IPCA model fit. It also contains results regarding the joint importance of the ARMs for the model fit. The All-IPCA model is estimated using set of original 32 variables from Kelly et al. (2019) and 11 ARMs.

|  | coskew | cokurt | beta_down | down_corr | htcr | beta_tr | coentropy | cos_pred | beta_neg | mcrash | ciq_down | Joint test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| All-IPCA(5) | 6.8 | 28.7 | 0.6 | 28.6 | 1.8 | 8 | 22.5 | 16.9 | 2.2 | 58.6 | 26.1 | 6.7 |
| All-IPCA(6) | 24.2 | 37.3 | 2.5 | 23.9 | 2.4 | 11.7 | 26.2 | 8.2 | 1.2 | 94.9 | 17 | 6.8 |

the case ARM-IPCA, around six factors are needed to obtain an appropriate model that provides an adequate description of the behavior of stock returns.

Table 25 reports the $p$-values of the variable importance tests for each ARM. I focus on specifications with five and six latent factors due to their best fit. We can see that three ARM variables significantly contribute to the model performance: downside beta, hybrid tail covariance risk, and negative semibeta. These non-linear systematic measures of risk can significantly improve the description of the stock exposures to the common linear factors.

To assess how the ARMs contribute to the fit of the model as a whole, I test whether ARMs jointly possess coefficients significantly different from zero. This is a generalization of the test discussed earlier, which inspects the importance of each variable separately. The testing procedure follows the same logic based on wild bootstrap. One difference is the definition of the Wald-type test statistic. In this case, we test whether a subset of $J$ characteristics contributes significantly to the performance, so the statistic is $W_{\beta, l_{1}, \ldots, l_{J}}=\hat{\gamma}_{\beta, l_{1}}^{\prime} \hat{\gamma}_{\beta, l_{1}}+\ldots+\hat{\gamma}_{\beta, l_{J}}^{\prime} \hat{\gamma}_{\beta, l_{J}}$. In the resampling procedure, restricted model then sets contribution to all $J$ tested characteristics to zero. The logic behind the rest of the test is the same.

The resulting tests for the All-IPCA models with five and six latent factors possess mildly significant $p$-values of $6.7 \%$ and $6.8 \%$, respectively. This result suggests that the ARMs can contribute to the explanation of the stock returns based on a common factor structure.

## 7 Conclusion

I investigate asymmetric risk measures that capture the non-linear systematic behavior of stock returns. I present an approach to combining them into portfolios that enjoy abnormal returns without being subsumed by exposures to other common sources of risk. And thus show that some of the asymmetric risk measures can be successfully exploited as alphas.

I also investigate how asymmetric risk measures relate to the joint factor structure while controlling for previously researched characteristics. I show that some of them possess significant information explaining the stock return behavior with respect to common sources of risk. This observation suggests that some of the researched measures can be employed to better capture betas of the stocks.
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## A Appendix A - Definitions of the ARMs

This Appendix provides a brief exposition of the estimation process of each of the asymmetric risk measures employed in the main text. For further details regarding the nuances of the related computations, consult the original papers.

I use two sources of data to compute the asymmetric risk measures. First, I use either daily or monthly data of stock returns from the CRSP database. Second, I use the valueweighted return of the CRSP stocks from Kenneth French's online library to approximate the overall market return.

Variables are estimated using moving windows of various lengths following the procedures proposed in their original papers. In the case of measures estimated from the daily stock returns, I use mostly a moving window of one year. I require at least 200 daily observations during the window to be included. I estimate measures based on monthly return data using a window of at least 60 months and demand at least 36 monthly observations.

The measures are estimated following the definition proposed in the literature. In some cases, I slightly change the requirements regarding the minimal history of stocks to be included in the analysis. This modification aims at the precision of the estimates as well as the broadest possible dataset.

Throughout the section, I use $r_{i, t}$ and $r_{i, t}^{e}$ to denote a raw and excess return of an asset $i$ at time $t$, respectively. The raw and excess market return is denoted by $f_{t}$ and $f_{t}^{e}$. Corresponding variables with a bar denote their time-series averages computed in a given window.

## A. 1 Coskewness

Coskewness (coskew) of Harvey and Siddique (2000) is estimated using daily excess returns and is defined as

$$
\begin{equation*}
\operatorname{CSK}_{i}=\frac{\frac{1}{T} \sum_{t=1}^{T}\left(r_{i, t}^{e}-\bar{r}_{i}^{e}\right)\left(f_{t}^{e}-\bar{f}^{e}\right)^{2}}{\sqrt{\frac{1}{T} \sum_{t=1}^{T}\left(r_{i, t}^{e}-\bar{r}_{i}^{e}\right)^{2}} \frac{1}{T} \sum_{t=1}^{T}\left(f_{t}^{e}-\bar{f}^{e}\right)^{2}} . \tag{22}
\end{equation*}
$$

Estimation window is set to 1 year, at least 200 daily observations are required.

## A. 2 Cokurtosis

Cokurtosis (cokurt) of Dittmar (2002) is estimated using daily data and is defined as

$$
\begin{equation*}
C K T_{i}=\frac{\frac{1}{T} \sum_{t=1}^{T}\left(r_{i, t}^{e}-\bar{r}_{i}^{e}\right)\left(f_{t}^{e}-\bar{f}^{e}\right)^{3}}{\sqrt{\frac{1}{T} \sum_{t=1}^{T}\left(r_{i, t}^{e}-\bar{r}_{i}^{e}\right)^{2}} \frac{1}{T}\left(\sum_{t=1}^{T}\left(f_{t}^{e}-\bar{f}^{e}\right)^{2}\right)^{3 / 2}} \tag{23}
\end{equation*}
$$

Estimation window is set to 1 year, at least 200 daily observations are required.

## A. 3 Downside Beta

Downside (beta_down) beta of Ang et al. (2006) is estimated using daily data and is defined as

$$
\begin{equation*}
\beta_{i}^{D R}=\frac{\sum_{f_{t}^{e}<\bar{f}^{e}}\left(r_{i, t}^{e}-\bar{r}_{i}^{e}\right)\left(f_{t}^{e}-\bar{f}^{e}\right)}{\sum_{f_{t}^{e}<\bar{f}^{e}}\left(f_{t}^{e}-\bar{f}^{e}\right)^{2}} . \tag{24}
\end{equation*}
$$

Estimation window is set to 1 year, at least 200 daily observations are required.

## A. 4 Downside Correlation

Downside correlation (down_corr) based on Hong et al. (2006) and Jiang et al. (2018) is estimated using daily data and is defined as

$$
\begin{equation*}
\mathbb{C o r}_{i}^{-}=\mathbb{C o r}\left(r_{i}, f \mid r_{i}<0, f<0\right)-\mathbb{C o r}\left(r_{i}, f \mid r_{i}>0, f>0\right) \tag{25}
\end{equation*}
$$

using empirical counterpart of the correlation. Minimum of 200 observations in the 1-year window is demanded.

## A. 5 Hybrid Tail Covariance Risk

Hybrid tail covariance risk (htcr) of Bali et al. (2014) is estimated using daily data using 6 -month window with at least 80 daily observations as

$$
\begin{equation*}
H T C R_{i}=\sum_{r_{i, t}<h_{i}}\left(r_{i, t}-h_{i}\right)\left(f_{t}-h_{f}\right) \tag{26}
\end{equation*}
$$

where $h_{i}$ and $h_{f}$ are the $10 \%$ empirical quantiles of stock and market return, respectively.

## A. 6 Tail Risk Beta

Tail risk beta (beta_tr) of Kelly and Jiang (2014) is estimated using monthly return data using 120-month window with requirement of at least 36 monthly observations. Beta is computed by means of least-square estimator from the predictive regression of the form

$$
\begin{equation*}
r_{i, t+1}=\mu_{i}+\beta_{i}^{T R} \lambda_{t}+\epsilon_{t+1, i} \tag{27}
\end{equation*}
$$

where the tail risk factor is obtained as

$$
\begin{equation*}
\lambda_{t}=\frac{1}{K_{t}} \sum_{k=1}^{K_{t}} \ln \frac{e_{k, t}}{u_{t}} \tag{28}
\end{equation*}
$$

where $e_{k, t}$ is the $k$ th daily idiosyncratic return that falls below an extreme value threshold $u_{t}$ during month $t$, and $K_{t}$ is the total number of such exceedences within month $t$. Idiosyncratic return is computed relative to 3 -factor model of Fama and French (1993), and the threshold value is taken to be $5 \%$ quantile from the monthly cross-section of daily returns.

## A. 7 Exceedance Coentropy

Exceedance coentropy (coentropy) measure based on Backus et al. (2018) and Jiang et al. (2018) using daily data and 1-year estimation window with at least 200 observations is based on

$$
\begin{align*}
& \left.C^{+}\left(0, r_{i}, f\right)=\frac{L\left(r_{i} f\right)-L\left(r_{i}\right)-L(f)}{L\left(r_{i}\right)+L(f)} \right\rvert\,\left(r_{i}>0, y>0\right)  \tag{29}\\
& \left.C^{-}\left(0, r_{i}, f\right)=\frac{L\left(r_{i} f\right)-L\left(r_{i}\right)-L(f)}{L\left(r_{i}\right)+L(f)} \right\rvert\,\left(r_{i}<0, y<0\right) \tag{30}
\end{align*}
$$

where $L(x)=\ln \mathbb{E}(x)-\mathbb{E}(\ln x)$. The measure is then defined as

$$
\begin{equation*}
\text { Coentropy }=C^{-}\left(0, r_{i}, f\right)-C^{+}\left(0, r_{i}, f\right) \tag{31}
\end{equation*}
$$

## A. 8 Predicted Systematic Coskewness

Predicted systematic coskewness (cos_pred) of Langlois (2020) is based on

$$
\begin{equation*}
\operatorname{Cos}_{i, t}=\operatorname{Cov}_{t-1}\left(r_{i, t}, f_{t}^{2}\right) \tag{32}
\end{equation*}
$$

then, each month I run the panel regression using all available stocks and history of data

$$
\begin{equation*}
F\left(\operatorname{Cos}_{i, k-12 \rightarrow k-1}\right)=\kappa+F\left(Y_{i, k-24 \rightarrow k-13}\right) \theta+F\left(X_{i, k-13}\right) \phi+\epsilon_{i, k-12 \rightarrow k-1} \tag{33}
\end{equation*}
$$

where $\operatorname{Cos}_{i, k-12 \rightarrow k-1}$ is the coskewness from Equation 32 computed using daily returns from month $k-12$ to month $k-1, Y_{i, k-24 \rightarrow k-13}$ are risk measures (volatility, market beta, etc.) estimated using daily data from month $k-24$ to month $k-13$, and $X_{i, k-13}$ are characteristics (size, book-to-price, etc.) observed at the end of month $k-13$. The function $F\left(x_{i, t}\right)=$ $\frac{\operatorname{Rank}\left(x_{i, t}\right)}{N_{t}+1}$ transforms the original variable into its normalized rank in the cross-section of variable $x_{t}$, which posses $N_{t}$ observations.

The predicted systematic coskewness for each stock is then obtained using the estimated coefficients of $\hat{\kappa}, \hat{\theta}, \hat{\phi}$ as

$$
\begin{equation*}
F\left(\widehat{\operatorname{Cos}_{i, t \rightarrow t+11}}\right)=\hat{\kappa}+F\left(Y_{i, t-12 \rightarrow t-1}\right) \hat{\theta}+F\left(X_{i, t-1}\right) \hat{\phi} . \tag{34}
\end{equation*}
$$

The choice of risk measures and characteristics employed in the prediction of systematic skewness follows closely Langlois (2020).

## A. 9 Semibeta

Negative semibeta (beta_neg) of Bollerslev et al. (2021) is estimated using daily data with 1 -year moving window as

$$
\begin{equation*}
\beta_{i}^{N}=\frac{\sum_{r_{i, t}<0, f_{t}<0} r_{i, t} f_{i, t}}{\sum_{t} f_{t}^{2}} \tag{35}
\end{equation*}
$$

with the requirement of at least 200 daily observations.

## A. 10 Multivariate Crash Risk

Multivariate crash risk (mcrash) of Chabi-Yo et al. (2022) is estimated using daily data with 1-year window and minimum of 200 observations in the following steps. First, for each stock separately, using stock and $N$ factor returns, I estimate $N+1 \operatorname{GARCH}(1,1)$ models of Bollerslev (1986) to obtain a series of conditional distribution functions $F_{i, t}(h)=\mathbb{P}_{t-1}\left[r_{i, t} \leq\right.$ $h]$ and use it to compute probability integral transforms as $\hat{u}_{i, t}=F_{i, t}\left(r_{i, t}\right)$. Second, I estimate

MCRASH as

$$
\begin{equation*}
\mathrm{MCRASH}_{i, t}=\frac{\sum_{t} \mathbb{I}\left(\left\{\hat{u}_{1, t} \leq p\right\}\right) \cdot \mathbb{I}\left(\cup_{j=2}^{N+1}\left\{\hat{u}_{j, t} \leq p\right\}\right)}{\sum_{t} \mathbb{I}\left(\cup_{j=2}^{N+1}\left\{\hat{u}_{j, t} \leq p\right\}\right)} \tag{36}
\end{equation*}
$$

where $\mathbb{I}$ denotes the indicator function and $p$ is set to 0.05 . I follow the baseline specification of Chabi-Yo et al. (2022) and use the five factors of Fama and French (2015), momentum factor of Carhart (1997) and betting-against-beta factor of Frazzini and Pedersen (2014).

## A. 11 Downside CIQ Beta

Downside common idiosyncratic quantile risk beta (ciq_down) of Barunik and Nevrla (2022) is estimated using monthly data with 60-month window and requirement of at least 48 observations as

$$
\begin{equation*}
\beta_{i}^{\text {down }}=\sum_{\tau \in \tau_{\text {down }}} F\left(\beta_{i}(\tau)\right) \tag{37}
\end{equation*}
$$

which gives the average cross-sectional rank of the common idiosyncratic quantile (CIQ) betas for downside $\tau$ CIQ factors. CIQ betas are estimated from time-series regression of stock returns on the increments of CIQ factors. The CIQ factors are estimated using residuals from Fama and French (1993) factors and following the quantile factor model of Chen et al. (2021).

## B Appendix B - ARM Portfolio Returns

Table 26: Quintile portfolio sorts. The table contains annualized out-of-sample returns of five monthly rebalanced portfolios sorted on various asymmetric risk measures. It also reports returns of the high minus low (H-L) portfolios, HAC $t$-statistics of Newey and West (1987) with six lags, and annualized six-factor alphas and their $t$-statistics with respect to the four factors of Carhart (1997), CIV shocks of Herskovic et al. (2016), and BAB factor of Frazzini and Pedersen (2014). Panel A reports results using all stocks. Panel B excludes stocks with a price less than $\$ 5$ or market cap below $10 \%$ quantile of NYSE stocks. Data cover the period between January 1968 and December 2018.

| Variable | Low | 2 | 3 | 4 | High | H-L | $t$-stat | $\alpha$ | $t$-stat |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: All stocks |  |  |  |  |  |  |  |  |  |
| Equal-weighted |  |  |  |  |  |  |  |  |  |
| coskew | 11.08 | 10.61 | 9.68 | 8.84 | 8.43 | -2.65 | -2.24 | -1.69 | -1.12 |
| cokurt | 11.69 | 10.44 | 9.84 | 8.90 | 7.78 | -3.91 | -2.40 | -1.10 | -0.63 |
| beta_down | 11.08 | 9.88 | 9.76 | 9.91 | 8.01 | -3.07 | -1.44 | 0.64 | 0.47 |
| down_corr | 8.73 | 9.51 | 10.14 | 9.96 | 10.31 | 1.57 | 1.98 | 0.99 | 0.97 |
| htcr | 9.99 | 9.00 | 9.98 | 9.93 | 9.75 | -0.24 | -0.12 | -1.63 | -0.74 |
| beta_tr | 8.20 | 9.07 | 9.44 | 10.48 | 11.47 | 3.27 | 2.36 | 3.10 | 1.47 |
| coentropy | 9.11 | 9.35 | 9.77 | 10.01 | 10.40 | 1.29 | 1.61 | 0.87 | 0.83 |
| cos_pred | 12.43 | 10.60 | 9.16 | 8.51 | 7.95 | -4.48 | -1.78 | -4.69 | -1.79 |
| beta_neg | 9.67 | 10.40 | 10.38 | 10.02 | 8.17 | -1.50 | -0.43 | 3.30 | 1.84 |
| mcrash | 10.03 | 9.84 | 9.47 | 10.00 | 9.91 | -0.13 | -0.13 | 0.18 | 0.19 |
| ciq_down | 7.16 | 9.51 | 10.22 | 10.22 | 11.54 | 4.38 | 2.98 | 5.51 | 3.67 |
| Value-weighted |  |  |  |  |  |  |  |  |  |
| coskew | 6.93 | 7.57 | 7.66 | 6.18 | 4.47 | -2.46 | -1.60 | 1.39 | 0.71 |
| cokurt | 5.30 | 7.26 | 6.89 | 6.62 | 5.74 | 0.45 | 0.24 | 4.34 | 2.57 |
| beta_down | 5.92 | 7.05 | 6.69 | 6.34 | 5.18 | -0.74 | -0.27 | 1.51 | 0.70 |
| down_corr | 5.70 | 5.10 | 6.97 | 7.41 | 7.91 | 2.21 | 1.84 | -1.35 | -0.93 |
| htcr | 5.79 | 5.66 | 6.37 | 6.57 | 5.92 | 0.13 | 0.06 | 1.10 | 0.65 |
| beta_tr | 4.34 | 5.98 | 7.11 | 7.72 | 8.88 | 4.54 | 2.59 | 5.85 | 2.58 |
| coentropy | 4.73 | 6.05 | 6.62 | 7.25 | 7.71 | 2.98 | 2.18 | -0.64 | -0.42 |
| cos_pred | 11.66 | 8.56 | 8.10 | 6.43 | 5.57 | -6.09 | -2.31 | -3.42 | -1.44 |
| beta_neg | 7.06 | 6.56 | 6.60 | 5.94 | 2.85 | -4.21 | -1.17 | -0.65 | -0.31 |
| mcrash | 4.99 | 7.04 | 6.64 | 6.02 | 6.42 | 1.43 | 1.05 | -0.07 | -0.04 |
| ciq-down | 5.18 | 5.68 | 7.07 | 7.07 | 8.08 | 2.90 | 1.52 | 4.27 | 2.49 |
| Pabel B: No penny stocks |  |  |  |  |  |  |  |  |  |
| Equal-weig |  |  |  |  |  |  |  |  |  |
| coskew | 9.30 | 9.06 | 8.83 | 7.98 | 6.59 | -2.71 | -2.24 | -0.84 | -0.56 |
| cokurt | 8.07 | 9.08 | 8.53 | 8.49 | 7.58 | -0.48 | -0.34 | 2.36 | 1.76 |
| beta_down | 8.26 | 8.64 | 9.09 | 9.14 | 6.62 | -1.63 | -0.66 | 0.96 | 0.69 |
| down_corr | 6.83 | 7.97 | 8.97 | 8.73 | 9.25 | 2.42 | 2.76 | 0.48 | 0.51 |
| htcr | 5.65 | 8.12 | 8.90 | 9.89 | 9.19 | 3.54 | 2.82 | 3.24 | 2.72 |
| beta_tr | 6.10 | 8.38 | 8.26 | 9.26 | 9.75 | 3.64 | 2.62 | 1.70 | 1.07 |
| coentropy | 7.12 | 8.07 | 8.94 | 8.77 | 8.85 | 1.73 | 1.98 | 0.05 | 0.05 |
| cos_pred | 9.68 | 8.58 | 8.16 | 7.75 | 7.59 | -2.09 | -0.94 | -1.03 | -0.56 |
| beta_neg | 8.82 | 9.38 | 9.39 | 9.03 | 5.15 | -3.67 | -1.21 | -0.21 | -0.16 |
| mcrash | 7.47 | 7.75 | 8.64 | 8.62 | 9.13 | 1.66 | 1.71 | 1.49 | 1.54 |
| ciq-down | 5.31 | 8.85 | 9.09 | 8.91 | 9.59 | 4.28 | 2.64 | 5.17 | 3.71 |
| Value-weighted |  |  |  |  |  |  |  |  |  |
| coskew | 6.68 | 6.99 | 7.42 | 7.14 | 4.23 | -2.44 | -1.64 | 1.25 | 0.70 |
| cokurt | 5.93 | 6.73 | 5.97 | 7.16 | 5.53 | -0.40 | -0.25 | 3.51 | 2.31 |
| beta_down | 6.01 | 7.09 | 7.02 | 5.57 | 5.31 | -0.71 | -0.27 | 1.30 | 0.69 |
| down_corr | 5.49 | 5.31 | 6.69 | 7.47 | 7.72 | 2.23 | 1.92 | -1.37 | -0.96 |
| htcr | 4.92 | 6.42 | 6.82 | 6.11 | 6.00 | 1.09 | 0.71 | 1.89 | 1.20 |
| beta_tr | 4.86 | 6.24 | 6.48 | 7.48 | 8.21 | 3.36 | 2.10 | 3.61 | 1.77 |
| coentropy | 4.99 | 5.99 | 6.34 | 7.40 | 7.43 | 2.44 | 1.93 | -1.13 | -0.80 |
| cos_pred | 9.76 | 7.75 | 7.03 | 5.47 | 5.86 | -3.90 | -1.65 | -0.66 | -0.31 |
| beta_neg | 6.52 | 6.54 | 6.69 | 5.42 | 3.60 | -2.92 | -0.92 | 0.37 | 0.20 |
| mcrash | 5.98 | 6.20 | 6.32 | 5.81 | 6.34 | 0.35 | 0.28 | -1.00 | -0.63 |
| ciq_down | 4.74 | 5.66 | 6.45 | 6.96 | 7.67 | 2.93 | 1.54 | 3.58 | 2.34 |

Table 27: Decile portfolio sorts. The table contains annualized out-of-sample returns of ten monthly rebalanced portfolios sorted on various asymmetric risk measures. It also reports returns of the high minus low (H-L) portfolios, HAC $t$-statistics of Newey and West (1987) with six lags, and annualized six-factor alphas and their $t$-statistics with respect to the four factors of Carhart (1997), CIV shocks of Herskovic et al. (2016), and BAB factor of Frazzini and Pedersen (2014). Panel A reports results using all stocks. Panel B excludes stocks with a price less than $\$ 5$ or market cap below $10 \%$ quantile of NYSE stocks. Data cover the period between January 1968 and December 2018.

| Variable | Low | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | High | H-L | $t$-stat | $\alpha$ | $t$-stat |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: All stocks |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Equal-weighted |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| coskew | 11.46 | 10.70 | 10.58 | 10.64 | 10.08 | 9.29 | 9.21 | 8.47 | 9.40 | 7.46 | -4.00 | -2.86 | -2.62 | -1.44 |
| cokurt | 12.34 | 11.04 | 10.69 | 10.19 | 9.60 | 10.08 | 8.97 | 8.82 | 8.33 | 7.23 | -5.11 | -2.65 | -2.14 | -1.06 |
| beta_down | 11.82 | 10.35 | 9.85 | 9.91 | 10.08 | 9.44 | 9.78 | 10.04 | 8.79 | 7.24 | -4.58 | -1.79 | 0.17 | 0.11 |
| down_corr | 9.26 | 8.21 | 9.49 | 9.52 | 9.46 | 10.81 | 9.65 | 10.27 | 10.45 | 10.16 | 0.90 | 0.91 | 0.25 | 0.20 |
| htcr | 10.90 | 9.07 | 9.25 | 8.76 | 9.96 | 9.99 | 9.51 | 10.35 | 10.10 | 9.40 | -1.51 | -0.61 | -3.06 | -1.13 |
| beta_tr | 8.40 | 7.99 | 9.03 | 9.10 | 9.69 | 9.18 | 10.17 | 10.79 | 11.40 | 11.53 | 3.13 | 1.71 | 3.25 | 1.19 |
| coentropy | 9.56 | 8.66 | 9.40 | 9.29 | 10.00 | 9.54 | 10.46 | 9.56 | 10.92 | 9.89 | 0.33 | 0.35 | -0.24 | -0.19 |
| cos_pred | 13.10 | 11.75 | 11.17 | 10.04 | 8.95 | 9.37 | 8.22 | 8.80 | 8.31 | 7.59 | -5.52 | -1.77 | -5.71 | -1.80 |
| beta_neg | 9.18 | 10.15 | 10.27 | 10.53 | 10.03 | 10.74 | 10.54 | 9.51 | 8.90 | 7.44 | -1.74 | -0.41 | 4.30 | 1.84 |
| mcrash | 9.86 | 8.71 | 10.48 | 9.85 | 8.22 | 9.38 | 11.47 | 9.77 | 9.06 | 10.55 | 0.68 | 0.53 | 0.61 | 0.50 |
| ciq_down | 6.33 | 7.99 | 9.03 | 10.00 | 9.90 | 10.55 | 10.03 | 10.40 | 11.51 | 11.57 | 5.24 | 2.97 | 5.71 | 3.14 |
| Value-weighted |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| coskew | 8.06 | 6.67 | 7.66 | 7.66 | 8.21 | 6.97 | 6.31 | 6.20 | 5.75 | 2.78 | -5.28 | -2.92 | -0.93 | -0.39 |
| cokurt | 6.94 | 4.52 | 8.07 | 7.03 | 6.33 | 7.36 | 6.32 | 6.80 | 7.04 | 5.35 | -1.59 | -0.72 | 3.44 | 1.65 |
| beta_down | 6.75 | 6.37 | 7.02 | 7.23 | 6.96 | 6.36 | 6.20 | 6.85 | 5.83 | 4.42 | -2.33 | -0.64 | 0.23 | 0.08 |
| down_corr | 5.01 | 6.02 | 5.42 | 4.86 | 6.05 | 8.34 | 7.16 | 7.83 | 8.74 | 6.73 | 1.72 | 1.13 | -2.67 | -1.80 |
| htcr | 5.94 | 5.47 | 6.20 | 5.35 | 6.39 | 6.39 | 6.18 | 6.89 | 7.20 | 5.08 | -0.86 | -0.31 | 0.35 | 0.15 |
| beta_tr | 5.01 | 3.94 | 5.50 | 6.56 | 7.10 | 7.32 | 8.03 | 7.55 | 8.66 | 8.75 | 3.75 | 1.63 | 4.43 | 1.54 |
| coentropy | 4.60 | 4.95 | 5.86 | 6.29 | 6.07 | 7.04 | 7.13 | 7.66 | 8.44 | 6.83 | 2.23 | 1.41 | -2.33 | -1.40 |
| cos_pred | 12.52 | 11.04 | 9.85 | 7.50 | 8.67 | 7.85 | 7.15 | 6.14 | 5.24 | 5.81 | -6.70 | -2.05 | -4.53 | -1.44 |
| beta_neg | 7.03 | 7.59 | 7.04 | 6.34 | 6.46 | 6.92 | 6.01 | 6.02 | 4.67 | -0.62 | -7.65 | -1.77 | -4.11 | -1.58 |
| mcrash | 5.00 | 4.62 | 9.77 | 5.85 | 6.65 | 6.32 | 5.74 | 7.07 | 6.22 | 7.02 | 2.02 | 0.97 | -0.28 | -0.12 |
| ciq_down | 3.05 | 6.65 | 5.36 | 5.85 | 6.04 | 7.90 | 6.50 | 7.68 | 7.84 | 9.75 | 6.70 | 2.55 | 7.60 | 2.94 |
| Panel B: No penny stocks |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Equal-weig |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| coskew | 9.51 | 9.09 | 9.25 | 8.87 | 8.78 | 8.87 | 8.25 | 7.71 | 7.38 | 5.80 | -3.72 | -2.52 | -1.32 | -0.70 |
| cokurt | 8.07 | 8.07 | 8.65 | 9.51 | 8.71 | 8.34 | 8.66 | 8.33 | 8.27 | 6.90 | -1.16 | -0.67 | 2.11 | 1.32 |
| beta_down | 7.97 | 8.55 | 8.26 | 9.01 | 9.35 | 8.82 | 8.82 | 9.47 | 7.78 | 5.46 | -2.50 | -0.80 | 0.73 | 0.42 |
| down_corr | 6.64 | 7.02 | 7.38 | 8.55 | 8.15 | 9.78 | 8.64 | 8.83 | 9.29 | 9.22 | 2.57 | 2.28 | 0.27 | 0.23 |
| htcr | 4.74 | 6.57 | 7.98 | 8.25 | 9.12 | 8.68 | 9.10 | 10.68 | 9.46 | 8.93 | 4.18 | 2.73 | 3.98 | 2.65 |
| beta_tr | 4.73 | 7.48 | 8.05 | 8.72 | 8.32 | 8.19 | 9.22 | 9.30 | 9.39 | 10.10 | 5.37 | 3.04 | 3.52 | 1.71 |
| coentropy | 7.10 | 7.14 | 7.68 | 8.46 | 8.49 | 9.38 | 8.90 | 8.64 | 8.75 | 8.95 | 1.85 | 1.64 | -0.16 | -0.14 |
| cos_pred | 10.47 | 8.88 | 8.48 | 8.68 | 8.16 | 8.15 | 8.18 | 7.32 | 8.42 | 6.76 | -3.71 | -1.36 | -2.61 | -1.14 |
| beta_neg | 9.01 | 8.62 | 9.44 | 9.32 | 9.10 | 9.67 | 9.69 | 8.37 | 7.78 | 2.52 | -6.50 | -1.74 | -2.14 | -1.31 |
| mcrash | 7.35 | 7.06 | 9.28 | 8.12 | 7.68 | 12.10 | 7.38 | 12.21 | 8.37 | 9.30 | 1.95 | 1.62 | 1.60 | 1.36 |
| ciq_down | 4.24 | 6.38 | 8.86 | 8.85 | 8.84 | 9.34 | 9.42 | 8.40 | 9.40 | 9.77 | 5.53 | 2.77 | 5.91 | 3.27 |
| Value-weighted |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| coskew | 6.85 | 6.99 | 6.99 | 7.34 | 6.59 | 8.00 | 7.29 | 7.00 | 4.36 | 4.36 | -2.49 | -1.37 | 2.47 | 1.15 |
| cokurt | 6.35 | 5.56 | 6.88 | 6.71 | 6.46 | 5.62 | 7.49 | 7.03 | 6.12 | 5.25 | -1.10 | -0.56 | 2.87 | 1.64 |
| beta_down | 5.41 | 6.88 | 6.38 | 7.54 | 6.66 | 7.40 | 6.24 | 5.52 | 6.13 | 4.29 | -1.12 | -0.32 | 1.51 | 0.62 |
| down_corr | 5.94 | 5.20 | 5.29 | 5.21 | 6.01 | 7.48 | 7.93 | 6.92 | 8.42 | 6.88 | 0.94 | 0.66 | -3.22 | -2.16 |
| htcr | 4.14 | 5.49 | 6.15 | 6.72 | 6.29 | 7.05 | 6.28 | 6.36 | 7.12 | 4.98 | 0.84 | 0.39 | 2.11 | 1.14 |
| beta_tr | 4.02 | 5.23 | 5.32 | 7.17 | 6.69 | 6.50 | 7.13 | 7.77 | 8.37 | 8.95 | 4.94 | 2.39 | 5.21 | 1.99 |
| coentropy | 5.43 | 4.89 | 5.65 | 6.26 | 5.59 | 7.03 | 7.81 | 7.47 | 8.10 | 6.69 | 1.25 | 0.79 | -3.11 | -1.84 |
| cos_pred | 11.30 | 9.00 | 6.74 | 8.29 | 7.43 | 6.62 | 6.30 | 4.86 | 5.93 | 5.88 | -5.43 | -1.92 | -2.24 | -0.79 |
| beta_neg | 7.40 | 6.11 | 6.86 | 6.47 | 6.97 | 6.52 | 6.35 | 4.97 | 4.34 | 1.93 | -5.46 | -1.31 | -2.17 | -0.90 |
| mcrash | 4.94 | 7.09 | 6.40 | 7.63 | 6.04 | 9.35 | 3.51 | 9.83 | 6.12 | 6.48 | 1.54 | 0.91 | -0.50 | -0.25 |
| ciq_down | 3.20 | 5.75 | 5.85 | 5.79 | 6.88 | 6.57 | 7.16 | 7.07 | 7.33 | 8.70 | 5.50 | 2.37 | 5.09 | 2.44 |

## C Appendix: IPCA Estimation Results

This Appendix provides some estimation results of the ARM-IPCA models.
Table 28: Out-of-sample ARM-IPCA results using all stocks and split samples. The table reports out-ofsample results of the IPCA models with varying numbers of latent factors and using ARMs as the instruments. Models are estimated with an expanding window and a 60 -month initial period. Tangency portfolios are based on the restricted IPCA model, the pure-alpha portfolios are based on the unrestricted model. I include all available stocks. The first period covers the interval between January 1968 and December 1993, and the second spans January 1994 and December 2018.


Figure 7: Factor loadings of the restricted $A R M-I P C A(6)$ model. The figure reports columns of the estimated $\Gamma_{\beta}$ IPCA matrix with six latent factors and ARMs as instruments. Results are based on the in-sample analysis. Data cover the period between January 1968 and December 2018.


Figure 8: Alphas of the ARM-IPCA models. The figure reports estimated $\Gamma_{\alpha}$ vectors for unrestricted IPCA models with numbers of latent factors between one and six and ARMs as instruments. Results are based on the in-sample analysis. Data cover the period between January 1968 and December 2018.


Table 29: All-IPCA results. The table reports in-sample estimation results of the IPCA models with varying numbers of latent factors and using 11 ARMs and 32 characteristics from Kelly et al. (2019) as the instruments. The asset pricing test reports $p$-values of the null hypothesis that $\Gamma_{\alpha}=0$. Data cover the period between January 1968 and December 2018.

|  | $\operatorname{IPCA}(K)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| Panel A: All stocks |  |  |  |  |  |  |  |  |
| Individual stocks |  |  |  |  |  |  |  |  |
| Total $R^{2} \quad \Gamma_{\alpha}=0$ | 16.54 | 18.28 | 19.46 | 20.13 | 20.66 | 21.01 | 21.28 | 21.48 |
| $\Gamma_{\alpha} \neq 0$ | 16.94 | 18.65 | 19.77 | 20.42 | 20.79 | 21.05 | 21.32 | 21.51 |
| Predictive $R^{2} \quad \Gamma_{\alpha}=0$ | 0.35 | 0.35 | 0.41 | 0.42 | 0.65 | 0.67 | 0.66 | 0.67 |
| $\Gamma_{\alpha} \neq 0$ | 0.73 | 0.72 | 0.71 | 0.71 | 0.70 | 0.70 | 0.69 | 0.69 |
| Managed portfolios |  |  |  |  |  |  |  |  |
| Total $R^{2} \quad \Gamma_{\alpha}=0$ | 89.35 | 94.89 | 96.74 | 97.95 | 98.29 | 98.77 | 99.07 | $99.22$ |
| $\Gamma_{\alpha} \neq 0$ | 89.90 | 95.29 | 96.89 | 98.08 | 98.57 | 98.79 | 99.10 | 99.24 |
| Predictive $R^{2} \quad \Gamma_{\alpha}=0$ | 1.61 | 1.63 | 1.77 | 1.82 | 2.02 | 2.03 | 2.02 | 2.04 |
| $\Gamma_{\alpha} \neq 0$ | 2.21 | 2.15 | 2.13 | 2.12 | 2.10 | 2.08 | 2.07 | 2.07 |
| Asset pricing test |  |  |  |  |  |  |  |  |
| $W_{\alpha} p$-value | 0.10 | 0.00 | 0.00 | 0.00 | 3.90 | 71.80 | 27.70 | 61.90 |

Figure 6: Correlation structure across ARM-managed portfolios. The figure captures the time-series correlations between managed portfolios sorted on various asymmetric risk measures. Data cover the period between January 1968 and December 2018.
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[^4]:    ${ }^{5}$ I avoid the analysis based on entirely leaving a variable out from the whole estimation procedure of an unrestricted model because, in this case, the effect on the Sharpe ratio combines two forces. First, there is less information that can be used for the formation of the arbitrage portfolio. This effect should generally lead to a decrease in the out-of-sample Sharpe ratio. Second, leaving one variable out restricts the information that can be used for the exploitation of the common factor structure of the returns. Consequently, this effect saves more potential pricing information for the construction of the arbitrage portfolio, which should generally lead to an increase in the Sharpe ratio.
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[^6]:    ${ }^{7}$ Due to availability in the updated sample, I have omitted four variables relative to the original IPCA specification from Kelly et al. (2019). Those variables are: capital intensity (d2a) fixed costs-to-sales (fc2y) leverage (lev), the ratio of sales and price ( s 2 p ). None of the variables was shown to be significant in the baseline IPCA(5) specification.

