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Abstract

We examine the potential of ChatGPT and other large language models (LLMs)

to predict stock market returns using news. Categorizing headlines with ChatGPT as

positive, negative, or neutral for companies’ stock prices, we document a significant cor-

relation between ChatGPT scores and subsequent daily stock returns, outperforming

traditional methods. Basic models like GPT-1 and BERT cannot accurately forecast

returns, indicating return forecasting is an emerging capacity of more complex LLMs,

which deliver higher Sharpe ratios. We explain these puzzling return predictability

patterns by testing implications from economic theories involving information diffu-

sion frictions, limits to arbitrage, and investor sophistication. Predictability strength-

ens among smaller stocks and following negative news, consistent with these theories.

Only advanced LLMs maintain accuracy when interpreting complex news and press re-

leases. Finally, we present an interpretability technique to evaluate LLMs’ reasoning.

Our results suggest that sophisticated market participants can incorporate advanced

language models to improve their prediction accuracy and trading performance.
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1 Introduction

The recent proliferation of generative artificial intelligence and large language models (LLMs)

like ChatGPT has sparked interest in their potential applications across diverse domains.

However, their capabilities in financial economics remain relatively unexplored, especially

regarding predicting asset prices. LLMs are not explicitly trained to forecast returns, but

their training on massive text data enables abilities from nuanced language comprehension to

emergent reasoning capacities. Therefore, whether advanced LLMs can successfully exploit

signals in news headlines to predict returns is an open question with significant economic

implications. We document that the latest LLMs demonstrate proficiency for return predic-

tion when leveraging news, which could be helpful for asset managers interested in marketing

products that use similar strategies.

Ample literature extensively documents that stock returns are predictable at a daily

horizon using supervised textual analysis algorithms.1 However, unlike prior literature, our

paper specifically assesses whether LLMs can acquire return prediction abilities despite no

forecasting training because evaluating their capabilities provides unique economic insights.

Their effectiveness hints at information processing advantages over human analysts, with

labor market implications. The success of LLMs in this complex, noisy domain highlights

their advanced reasoning capabilities and provides tangible measures of real-world impact,

extending beyond theoretical constructs. Understanding both the successes and limitations

of these models sheds light on the dynamics of market efficiency, information processing,

and limits to arbitrage. Furthermore, our findings contribute to the broader discourse on AI

safety and control, as they illustrate the emergent capabilities of state-of-the-art AI systems

in return forecasting. Remarkably, LLMs exhibit growing proficiency in return prediction

even in recent years, presenting an economic puzzle.

We explain this puzzling predictability by appealing to information processing constraints

1. See for example (Tetlock (2007), Tetlock, Saar-Tsechansky, and Macskassy (2008), and Tetlock (2011),
among others.
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and limits to arbitrage. This theoretical framework generates several testable implications,

which we confirm empirically. First, the broad pattern of return predictability aligns with

theories of delayed information diffusion and bounded investor attention. Second, greater

model complexity enhances information processing, so more advanced LLMs should better

forecast returns. Third, only sophisticated models should be capable of fully exploiting sub-

tle signals in readability news. Fourth, short sale frictions predict stronger underreaction to

negative news. Fifth, less liquidity in smaller stocks should lead to more pronounced mispric-

ing. Finally, news-based strategies should exhibit minimal systematic risk exposure. Overall,

our results provide empirical validation for fundamental economic mechanisms involving in-

formation, arbitrage limits, and investor attention. Moreover, our results remark on the

need for sophisticated market participants to either exploit these investment opportunities

or provide retail investors with products taking advantage of them.

We use daily stock returns for all US common stocks from the CRSP database to conduct

our analysis. Then, we construct a comprehensive data set of news headlines relevant to these

stocks from major news media and newswires. Our sample period begins in October 2021 (as

ChatGPT’s training data stops in September 2021) and ends in December 2022. This cutoff

ensures that our evaluation is based on information not present in the model’s training data,

allowing for a more accurate assessment of its predictive capabilities. For each headline,

we use ChatGPT to assess whether it is good, bad, or neutral for firms’ stock prices. We

convert these responses to numerical scores and use them to predict stock returns on the

next trading day.

We document a significantly positive correlation between ChatGPT scores and sub-

sequent daily stock returns. For instance, without considering transaction costs, a self-

financing strategy that buys the stocks with a positive ChatGPT score and sells stocks with

a negative ChatGPT score after the news announcement earns a cumulative return of over

400% from October 2021 to December 2022.2 We obtain similar results using abnormal

2. Assuming a transaction cost of 10 (25) basis points per trade, the strategy earns a cumulative return
of 350% (50%) over our sample period.
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returns from the CAPM model and the 5-factor model of Fama and French (2015) as the

strategy return of ChatGPT has low loadings on various risk factors.

Notably, the advanced capabilities of ChatGPT enable it to outpace traditional sentiment

analysis methods in predicting stock returns. In particular, we compare the performance of

ChatGPT scores to sentiment scores based on traditional methods, such as those provided

by a leading data vendor. When we include both scores in the same regressions, only the

coefficient on ChatGPT’s score is positive and significant, while the coefficient on the data

vendor’s score is insignificant. These results suggest that state-of-the-art LLMs like Chat-

GPT fare well against traditional methods as they can better capture the context of the

news headlines for stock market predictions.3

Comparing the performance of various language models, we find that more basic models

like GPT-1, GPT-2, and BERT display little stock forecasting capabilities. When we use

these models to assess the news headlines, we do not find their scores to correlate significantly

positively with subsequent stock returns. In contrast, we observe the highest predictability

in the more complex models like ChatGPT-4. A self-financing strategy that buys the stocks

with a positive ChatGPT-4 score and sells stocks with a negative ChatGPT-4 score after

the news announcement delivers the highest Sharpe ratio of 3.8 over our sample period,

compared to a Sharpe ratio of 3.1 for the strategy based on ChatGPT-3.5.

Furthermore, we find that the predictability of the ChatGPT scores is present among

both small and large-cap stocks and in stocks with positive and negative news. Our results

suggest that the market appears to be underreacting to company news at the frequency we

examine, consistent with the evidence in the extant literature (e.g., Bernard and Thomas

(1989), Chan, Jegadeesh, and Lakonishok (1996), and Jiang, Li, and Wang (2021), Fedyk

and Hodson (2023)). Nevertheless, the predictability is more pronounced among smaller

stocks. For instance, the coefficient on the ChatGPT score in predicting returns of small

3. ChatGPT exhibits sophisticated reasoning skills and an aptitude for nuanced language comprehension
in many natural language tasks. Our evidence suggests that this ability to understand contextual meanings
could enable ChatGPT to extract useful signals about a stock’s prospects from news headlines, even without
direct finance training.
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stocks (i.e., less than the 10th percentile NYSE market cap distribution) is more than four

times the magnitude of the one for the remaining sample. In addition, stocks with negative

news headlines also show stronger predictability. Both observations are consistent with the

idea that limits to arbitrage are essential in driving this predictability.

Next, we examine the capabilities of various language models in forecasting stock returns

across headlines with different complexity levels. We categorize news into low- or high-

difficulty using the Flesch-Kincaid Readability Score and study how diverse models perform

when news is more difficult to understand. Advanced models like GPT-4 demonstrate a

unique, strong capability in interpreting readability news headlines, which does not exist in

more basic models. The capacity to extract helpful trading signals from complicated news

highlights the unique advantage of advanced LLMs in their application in financial markets.

Further, we differentiate between news articles, typically independent of the firms in

question, and press releases, which the firms themselves often issue. Models with less com-

plexity, such as BERT and FinBERT, demonstrate limitations in processing the latter due to

their simpler algorithms, which may not adequately interpret data presented with strategic

intent. Conversely, more sophisticated models like GPT-4 exhibit sustained predictive ac-

curacy, indicating their resilience to potential biases in these communications. These biases

are especially pertinent for press releases, which may be crafted to influence stakeholder

perceptions.4

Finally, in light of our findings, we propose a new method to evaluate and understand

the models’ reasoning capabilities. Our approach proceeds in several steps and takes ad-

vantage of these models’ ability to explain their reasoning. First, we evaluate whether the

recommendations (excluding the neutral ones) were correct by comparing them with the

realized return the following day. Second, we fit a model that predicts whether a recom-

4. The progression of language models may hold significant implications for regulatory oversight. With
increased complexity, these models show enhanced capability to identify subtleties and biases in firm-issued
statements. This advancement suggests that regulators might place less emphasis on the risk of market ma-
nipulation via corporate communications. Sophisticated models are increasingly adept at discerning essential
information, potentially aligning with regulatory efforts to promote market fairness and transparency.
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mendation is correct or incorrect using the recommendation explanation. Third, we use the

model’s feature importance to understand which concepts are better at predicting correct

recommendations.5 We look at the most important words and their surrounding context and

find that the answers are more likely to be correct when the reasoning is related to stock

purchases by insiders, earning guidance, and dividends. On the contrary, the model does

worse when its logic refers to partnerships and developments.

Besides the economic lessons derived from our results, our findings have important im-

plications for the employment landscape in the financial industry. The results could lead

to a shift in the methods used for market prediction and investment decision-making. By

demonstrating the value of ChatGPT in financial economics, we aim to contribute to the

understanding of LLMs’ applications in this field and inspire further research on integrat-

ing artificial intelligence and natural language processing in financial markets. In addition

to the implications for employment in the financial industry, our study offers several other

significant contributions.

First, our research can help regulators and policymakers understand the potential bene-

fits and risks associated with the increasing adoption of LLMs in financial markets. As these

models become more prevalent, their influence on market behavior, information dissemina-

tion, and price formation will become critical areas of concern. Our findings can inform

discussions on regulatory frameworks that govern the use of AI in finance and contribute to

the development of best practices for integrating LLMs into market operations.

Second, our study can benefit asset managers and institutional investors by providing

empirical evidence on the efficacy of LLMs in predicting stock market returns. This insight

can help these professionals make more informed decisions about incorporating LLMs into

their investment strategies, potentially leading to improved performance and reduced reliance

on traditional, more labor-intensive analysis methods.

5. Feature importance refers to how relevant a specific variable is for a model to predict correctly. When
a variable with high feature importance is removed, the model will predict worse. See Binsbergen, Han, and
Lopez-Lira (2023) for a detailed exposition.
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Finally, our research contributes to the broader academic discourse on artificial intelli-

gence applications in finance. By exploring the capabilities of ChatGPT in predicting stock

market returns, we advance the understanding of LLMs’ potential and limitations within

the financial economics domain. This analysis can inspire future research on developing

more sophisticated LLMs tailored to the financial industry’s needs, paving the way for more

efficient and accurate financial decision-making.6 More broadly, our study has far-reaching

implications that extend beyond the immediate context of stock market predictions. By

shedding light on the potential contributions of ChatGPT to financial economics, we hope

to encourage continued exploration and innovation in AI-driven finance.

Related Literature

Recent papers that use ChatGPT in the context of economics include Hansen and Kazinnik

(2023), Cowen and Tabarrok (2023), Korinek (2023), and Noy and Zhang (2023). Hansen and

Kazinnik (2023) show that LLMs like ChatGPT can decode Fedspeak (i.e., the language used

by the Fed to communicate on monetary policy decisions). Cowen and Tabarrok (2023) and

Korinek (2023) demonstrate that ChatGPT is helpful in teaching economics and conducting

economic research. Noy and Zhang (2023) find that ChatGPT can enhance productivity in

professional writing jobs. Furthermore, Yang and Menczer (2023) demonstrates that Chat-

GPT successfully identifies credible news outlets. Contemporaneously, Xie et al. (2023) find

ChatGPT is no better than simple methods such as linear regression when using numerical

data in prediction tasks, and Ko and Lee (2023) try to use ChatGPT to help with a portfolio

selection problem but find no positive performance. We attribute the difference in results to

their focus on using historical numerical data to predict, while ChatGPT excels at textual

tasks. Our study is among the first to study the potential of LLMs in financial markets,

particularly the investment decision-making process.

We also contribute to the recent strand of the literature that employs textual analysis

6. See for example Wu et al. (2023) on “BloombergGPT: A Large Language Model for Finance.”
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and machine learning to study a variety of finance research questions (e.g., Jegadeesh and

Wu (2013), Rapach, Strauss, and Zhou (2013), Campbell et al. (2014), Hoberg and Phillips

(2016), Gaulin (2017), Baker, Bloom, and Davis (2016), Manela and Moreira (2017), Hansen,

McMahon, and Prat (2018), Ke, Kelly, and Xiu (2019), Ke, Montiel Olea, and Nesbit (2019),

Bybee et al. (2019), F. Jiang et al. (2019), Gu, Kelly, and Xiu (2020), Cohen, Malloy, and

Nguyen (2020), Freyberger, Neuhierl, and Weber (2020), Lopez-Lira (2019), Binsbergen et

al. (2020), Bybee et al. (2021), Chin and Fan (2023)).

Our paper makes a unique contribution to this literature as it is the first to evaluate

the capabilities of ChatGPT, a leading large language model, in forecasting stock returns

- a critical and financially relevant prediction task it is not explicitly trained for. Rather

than training it on finance data, we rely on ChatGPT’s natural language processing skills.

We provide the first comprehensive evidence that ChatGPT can extract signals from news

headlines to outperform traditional sentiment measures in predicting cross-sectional returns.

Our approach directly tests the return forecasting abilities of modern AI systems, comple-

menting behavioral finance studies focused on market inefficiencies. In addition, we also

propose a novel evaluation technique to understand ChatGPT’s reasoning by predicting the

correctness of the recommendations. This work substantially advances the emerging liter-

ature on interpreting complex models. Our paper delivers fundamental new insights into

large language models’ stock return predictability skills, distinguishing it from concurrent

research employing these models for asset allocation.

Our paper also adds the literature that uses linguistic analyses of news articles to extract

sentiment and predict stock returns. One strand of this literature studies media sentiment

and aggregate stock returns (e.g., Tetlock (2007), Garcia (2013), Calomiris and Mamaysky

(2019)). Another strand of the literature uses the sentiment of firm news to predict future

individual stock returns (e.g., Tetlock, Saar-Tsechansky, and Macskassy (2008), Tetlock

(2011), Jiang, Li, and Wang (2021)). Different from prior studies, we focus on understanding

whether LLMs add value by extracting additional information that predicts stock market

8



reactions.

Finally, our paper also relates to the literature on employment exposures and vulnerabil-

ity to AI-related technology. Recent works by Agrawal, Gans, and Goldfarb (2019), Webb

(2019), Acemoglu et al. (2022), Acemoglu and Restrepo (2022), Babina et al. (2022), W.

Jiang et al. (2022), and Noy and Zhang (2023) have examined the extent of job exposure

and vulnerability to AI-related technology as well as the consequences for employment and

productivity. With AI being on a constant rise since its inception, our study focuses on

understanding an urgent but unanswered question—the capabilities of AI, LLMs in partic-

ular, in the finance domain. We highlight the potential of LLMs in adding value to market

participants in processing information to predict stock returns.

2 Institutional Background

ChatGPT is a large-scale language model developed by OpenAI based on the GPT (Genera-

tive Pre-trained Transformer) architecture. It is one of the most advanced natural language

processing (NLP) models developed so far and trained on a massive corpus of text data

to understand the structure and patterns of natural language. The Generative Pre-trained

Transformer (GPT) architecture is a deep learning algorithm for natural language processing

tasks. It was developed by OpenAI and is based on the Transformer architecture, which was

introduced in Vaswani et al. (2017). The GPT architecture has achieved state-of-the-art

performance in various natural language processing tasks, including language translation,

text summarization, question answering, and text completion.

The GPT architecture uses a multi-layer neural network to model the structure and

patterns of natural language. Using unsupervised learning methods, it is pre-trained on

a large corpus of text data, such as Wikipedia articles or web pages. This pre-training

process allows the model to develop a deep understanding of language syntax and semantics,

which is then fine-tuned for specific language tasks. One of the unique features of the GPT

9



architecture is its use of the transformer block, which enables the model to handle long

sequences of text by using self-attention mechanisms to focus on the most relevant parts

of the input. This attention mechanism allows the model to understand the input context

better and generate more accurate and coherent responses.

ChatGPT has been trained to perform various language tasks such as translation, summa-

rization, question answering, and even generating coherent and human-like text. ChatGPT’s

ability to generate human-like responses has made it a powerful tool for creating chatbots

and virtual assistants to converse with users. While ChatGPT is a powerful tool for general-

purpose language-based tasks, it is not explicitly trained to predict stock returns or provide

financial advice. Hence, we test its capabilities when forecasting stock returns.

Although not explicitly trained in predicting asset prices, as a powerful natural language

model exposed to massive text corpora, ChatGPT exhibits sophisticated reasoning skills

and an aptitude for nuanced language comprehension. This ability to understand contextual

meanings and linguistic patterns could enable ChatGPT to extract valuable signals about a

firm’s prospects from textual data like news headlines, even without direct finance training.

The model may identify subtle cues and compositional sentiment factors correlated with

market reactions. We hypothesize that ChatGPT outperforms alternative sentiment mea-

sures in forecasting returns due to its more nuanced language comprehension capabilities.

Further, we expect greater return predictability using ChatGPT versions with higher com-

plexity, as they have greater representation power to process text. Economically, ChatGPT

may be able to exploit investor underreaction to subtle signals in the news before subsequent

price correction.

In addition to evaluating ChatGPT, we also assess the capabilities of other prominent

natural language processing models. By evaluating the more basic models alongside Chat-

GPT, we can examine the importance of model complexity for stock return prediction based

on textual data. Comparing ChatGPT to these foundational NLP models provides a more

comprehensive view of the evolution of predictive capabilities with larger language models.
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In Appendix A, we give an overview of the nine different LLMs that we study in this paper,

ordered by their release date.

3 Model

We use an economic model to shed light on the sources of return predictability and why

more sophisticated language models can better exploit more complex information contained

in news. The model extends a standard model of limits to arbitrage with short-sell costs

by adding an information structure to mimic news releases. The model features news that

appears unexpectedly and provides information about the underlying dividend of the asset.

Furthermore, the model features slow-moving expectations for a subset of the agents due

to attention constraints. We extend the setup in Gromb and Vayanos (2010) by adding an

unexpected information release corresponding to news.

In this model, we have two types of agents, attentive and inattentive, indexed by A and I,

respectively; an asset with uncertain dividends; and news that gets revealed at the beginning

of each period. For simplicity, both agents have CARA utility with the same risk aversion

and are price-takers. We need two types of investors and short-selling costs to deliver a more

pronounced underreaction for negative news.

Attentive agents have a total measure of πA ∈ (0, 1) and inattentive agents a measure of

πI = (1− πA). We assume inattentive agents do not update their expectations based on the

price.7

The model features three periods. Each period, there is a noisy signal about the as-

set payoff. In period 1, unexpected information about the company is revealed. Attentive

agents incorporate this information in their forecasts better than inattentive investors. Inat-

tentive agents only update partially (because of information capacity constraints) and do

not consider the price when updating. In period two, both agents update their expectations

7. This assumption can be dropped at the cost of introducing noise traders so that prices are not fully
revealing. [CITE]
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completely. Finally, in period three, the asset pays off the dividend, d̃, and the economy

ends. For clarity, and because we are modeling very short horizons, there is no intertemporal

discount.

Period 0 Period 1 Period 2 Period 3
No news Partial update by inattentive Full update

Asset with uncertain dividends

Two types of agents

Information revealed

Inattentive partially updates Inattentive fully update

Let d̄ > 0 denote the rational expectation at period zero. We assume that before news

arrives, both agents have the correct expectation with the same precision (so that they end

up with the same information set after fully processing the signals). Agents have priors of

the form:

d̃0,j ∼ N(d̄, σ2
d =

1

τ
), j ∈ {A, I}. (1)

We let xi denote the (gross) demand of the asset for each type of investor.

3.1 No short-selling costs

We first focus on the case with no short-selling costs.

In period 0, agents maximize

xj(d̄− p0) −
a

2
x2
jσ

2
d, j ∈ {A, I}. (2)

Without unexpected news, the demand of both agents is given by:

xj =
d̄− p0
aσ2

d

. (3)

The asset supply is given by θ, and we will focus on the cases with θ ∈ {0, 1}.

We obtain the equilibrium price by the market clearing condition:
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d̄− p0
aσ2

d

= θ (4)

p0 = d̄− θaσ2
d (5)

p0 = d̄− θa

τd
(6)

Unexpectedly, news about the company gets released. This news contains a total precision

of τS.

s = d̃ + ε, ε ∼ N(0, σS =
1

τS
) (7)

Agents in the economy can process up to a fraction α ∈ (0, 1] of this information.

α ∈ (0, 1) corresponds to the case where even attentive investors cannot process the full

information, resulting in return predictability from the point of view of an agent outside the

economy that can process the complete signal.

We assume attentive agents process this fraction of information completely in the first

period:

sA = d̃ + εA, εA ∼ N(0, σA =
1

τ1,A
=

1

ατS
) (8)

Inattentive investors can process up to a fraction ω of the information processed by

attentive investors in the first period and the rest later. As noted in Kacperczyk, Van

Nieuwerburgh, and Veldkamp 2016, observing one signal with precision τS or multiple signals

with precisions that sum up to τS is equivalent. We parametrize the precision as
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τ1,I = ωτA (9)

τ2,I = (1 − ω)τA (10)

and we must have

ωs1,I + (1 − ω)s2,I = sA. (11)

Let κ1 ≡ s1,I
sA

so that

κsA = s1,I . (12)

Then, we can write

ωκ1sA + (1 − ω)s2,I = sA (13)

(14)

s2,I = sA
1 − ωκ1

1 − ω
≡ sAκ2 (15)

(16)

to generate the same posterior. We further every signal has the same sign. Similarly,

τA = ατS, τU = (1 − α)τS where τU corresponds to the precision of the unprocessed signal

sU , and αsA + (1−α)sU = s. The signal for the unsophisticated investors in the first period

is then given by
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s1,I = d̃ + εI , εI ∼ N(0, σ1,I =
1

τ1,I
=

1

ωτ1,A
), (17)

and we further assume inattentive investors do not condition on prices (attentive investors

have the full information set available in the economy, so they do not need to condition on

the price).

The signal uninformed investors processed is entirely contained in the signal the unin-

formed investors processed. Intuitively, some information may be complex to understand,

and we assume attentive investors better understand this information.

d̃|s1,I , sA ∼ d̃|sA (18)

The updated expectation for each agent is then given by

µj,s ≡ E[d|sj] =
d̄τd + sjτ1,j
τd + τ1,j

, j ∈ {A, I}. (19)

The updated variance is given by

σj,s ≡
1

τj,s
≡ V ar[d|sj] =

1

τd + τ1,j
, j ∈ {A, I} (20)

We assume the attentive agents trade as if this is the last period they’ll trade as in Hong

and Stein 1999 and do not consider future information updates. Hence, we abstain from

modeling the strategic choice to trade in this period instead of the next. Instead, this effect

is captured by the proportion of attentive agents, πA.

Each investor’s demand is given by

x1,j =
µj,s − p1
aσ2

j,s

, j ∈ {A, I}. (21)

And we have that the new price solves
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πAx1,A + πIx1,I = θ. (22)

Substituting the demand in the market clearing condition:

πA
µA,s − p1
aσ2

A,s

+ πI
µI,s − p1
aσ2

I,s

= θ (23)

πA
µA,s − p1

σ2
A,s

+ πI
µI,s − p1

σ2
I,s

= θa (24)

πAµA,sσ
2
I,s − πAp1σ

2
I,s − πIp1σ

2
A,s + πIµI,sσ

2
A,s

σ2
A,sσ

2
I,s

= θa (25)

p1(πAσ
2
I,s + πIσ

2
A,s) = πAµA,sσ

2
I,s + πIµI,sσ

2
A,s − θaσ2

A,sσ
2
I,s. (26)

Solving for p1:

p1 =
πAµA,sσ

2
I,s + πIµI,sσ

2
A,s − θaσ2

A,sσ
2
I,s

πAσ2
I,s + πIσ2

A,s

(27)

Using the substitution τj,s = 1
σ2
j,s

for j ∈ {A, I}:

p1 =
πAµA,s

1
τI,s

+ πIµI,s
1

τA,s
− θa 1

τA,s

1
τI,s

πA

τI,s
+ πI

τA,s

(28)

p1 =
πAµA,sτA,s + πIµI,sτI,s − θa

πAτA,s + πIτI,s
. (29)

And we obtain

p1 =
πAµA,sτA,s + πIµI,sτI,s − θa

πAτA,s + πIτI,s
. (30)
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p1 =
πAµA,sτA,s + πIµI,sτI,s

πAτA,s + πIτI,s
− θa

πAτA,s + πIτI,s
. (31)

Intuitively, the price is the economy-wide expectation of the dividend

µE ≡ πAµA,sτA,s + πIµI,sτI,s
πAτA,s + πIτI,s

(32)

minus a risk compensation term

θa

τE
. (33)

The risk compensation term depends on the economy-wide precision of the signal:

τE ≡ πAτA,s + πIτI,s. (34)

minus compensation for bearing risk.

Hence, we can rewrite the price as

p1 = µE − θa

τE
. (35)

We have that τE > τd since the new information is incorporated.

3.2 Zero Net Supply

To better understand the direction of mispricing, we set the total supply θ = 0. This implies

that the price is the weighted expectation of dividends.

p1 = µE (36)

Let’s focus on the case of good news where the signal is greater than the prior for
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dividends, s > d̄. Whether there is under- or over-reaction depends on the behavior and

quantity of the inattentive agents. If they overshoot in the first period, and there are enough

of them, πIτI > πAτA, then there will be an overreaction, and the price will be larger than

with only attentive agents. Inattentive agents have a lower precision, so their quantity must

be large enough to compensate for this.

Now, from the point of view of an LLM with enough capacity to understand τS, the

expectation is given by

µLLM,s ≡ E[d|s] =
d̄τd + sτS
τd + τS

. (37)

Interestingly, it is not obvious that good news will predict higher abnormal returns im-

mediately due to the inattentive agents potentially overshooting. If the economy-wide signal

is too high relative to using the full information, then the best trade is to short the stock.

Conversely, if the economy-wide signal is too low, then the best trade is to short the stock.

Empirically, we find, on average, positive returns of trading good news, indicating underre-

action. Naturally, the abnormal returns from the point of view of a non-participating LLM

agent depend on its capacity to understand the information, which we parametrize as 1
α

.

Moreover, in stocks that attract less attentive agents (small and illiquid), we would expect

higher abnormal returns.

4 Data

We utilize three primary datasets for our analysis: the Center for Research in Security Prices

(CRSP) daily returns, news headlines, and RavenPack. The sample period begins in Oc-

tober 2021 (as ChatGPT’s training data is available only until September 2021) and ends

in December 2022. This sample period ensures that our evaluation is based on informa-

tion not present in the model’s training data, allowing for a more accurate “out-of-sample”

assessment of its predictive capabilities.
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The CRSP daily returns dataset contains information on daily stock returns for a wide

range of companies listed on major U.S. stock exchanges, including data on stock prices, trad-

ing volumes, and market capitalization. This comprehensive dataset enables us to examine

the relationship between the sentiment scores generated by ChatGPT and the corresponding

stock market returns. Our sample consists of all the stocks listed on the New York Stock

Exchange (NYSE), the National Association of Securities Dealers Automated Quotations

(NASDAQ), and the American Stock Exchange (AMEX), with at least one news story cov-

ered by a major news media or newswire. Following prior studies, we focus our analysis on

common stocks with a share code of 10 or 11.

We first collect a comprehensive news dataset for all CRSP companies using web scrap-

ing. We search for all news containing either the company name or the ticker. The resulting

dataset comprises news headlines from various sources, such as major news agencies, finan-

cial news websites, and social media platforms. For each company, we collect all news in the

sample period. We then match the headlines with those from a prominent news sentiment

analysis data provider (RavenPack). We match the period and the news title for all compa-

nies that have returns on the following market opening. Most (more than 70%) of matched

headlines correspond to press releases. We do not use the RavenPack enhance headlines that

potentially contain more information since they are not widely disseminated to the public.

We match 67,586 headlines of 4,138 unique companies. We process the merged dataset using

the preprocessing methods outlined by Jiang, Li, and Wang (2021).

Importantly, matching with RavenPack assures that only relevant news will be used for

the experiment. They closely monitor the major financial news distribution outlets and

have a quality procedure matching news, timestamps, and entity names, which solves any

errors that may have come from the web scraping procedure. Further, we employ their

news categorization to explain the differences in return predictability across different models.

Moreover, they have a close mapping with CRSP, which ensures the matching of the news and

returns at the exact time. We further use their infrastructure by using only the information
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they consider highly relevant for a given company in a given period.

We employ the “relevance score” from the data vendor, which ranges from 0 to 100, to

indicate how closely the news pertains to a specific company. A score of 0 (100) implies

that the entity is mentioned passively (predominantly). Our sample requires news stories

with a relevance score of 100. We limit it to complete articles and press releases and exclude

headlines categorized as ‘stock-gain’ and ‘stock-loss’ as they only indicate the daily stock

movement direction. To avoid repeated news, we require the “event similarity days” to

exceed 90, which ensures that only new information about a company is captured. These

filters are imposed to ensure that we analyze fresh and relevant news headlines that could

impact stock prices, which provides power to test the capabilities of LLMs in predicting

stock market movements.

Furthermore, we eliminate duplicates and overly similar headlines for the same company

on the same day. We gauge headline similarity using the Optimal String Alignment met-

ric (the Restricted Damerau-Levenshtein distance) and remove headlines with a similarity

greater than 0.6 for the same company on the same day. These filtering techniques do not

introduce look-ahead bias, as the data vendor evaluates all news articles within milliseconds

of receipt and promptly sends the resulting data to users. Consequently, all information is

available at the time of news release.

Table 1 presents selected descriptive statistics of the sample: (i) the daily stock returns

(%), (ii) the headline length, (iii) the response length, (iv) the GPT score (1 if ChatGPT 3.5

says YES, 0 if UNKNOWN, and -1 if NO), and the event sentiment score provided by the

data vendor. The average GPT score is positive (0.24), with the median being zero, and the

event sentiment score shows a similar pattern. Thus, news headlines have an overall positive

tilt. Panel B reports the correlation matrix of these variables. The correlation between the

GPT score and event sentiment score is low, less than 0.28.
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5 Methods

5.1 Prompt

Prompts are critical in guiding ChatGPT’s responses to specific tasks and queries. A prompt

is a short text that provides context and instructions for ChatGPT to generate a response.

The prompt can be as simple as a single sentence or as complex as a paragraph or more,

depending on the nature of the task.

The prompt serves as the starting point for ChatGPT’s response generation process. The

model uses the information contained in the prompt to generate a relevant and contextu-

ally appropriate response. This process involves analyzing the syntax and semantics of the

prompt, developing a series of possible answers, and selecting the most appropriate one based

on various factors, such as coherence, relevance, and grammatical correctness.

Prompts are essential for enabling ChatGPT to perform a wide range of language tasks,

such as language translation, text summarization, question answering, and even generating

coherent and human-like text. They allow the model to adapt to specific contexts and

generate responses tailored to the user’s needs. Moreover, prompts can be customized to

perform tasks in different domains, such as finance, healthcare, or customer support.

We use the following prompt in our study and apply it to the publicly available headlines.

Forget all your previous instructions. Pretend you are a financial expert. You are

a financial expert with stock recommendation experience. Answer “YES” if good

news, “NO” if bad news, or “UNKNOWN” if uncertain in the first line. Then

elaborate with one short and concise sentence on the next line. Is this headline

good or bad for the stock price of company name in the term term?

Headline: headline

In this prompt, we ask ChatGPT, a language model, to assume the role of a financial ex-

pert with experience in stock recommendations. The terms company name and headline
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are substituted by the firm name and the respective headline during the query. term

corresponds to either short or long-term. The prompt is specifically designed for financial

analysis and asks ChatGPT to evaluate a given news headline and its potential impact on

a company’s stock price in the short term. ChatGPT is requested to answer “YES” if the

news is good for the stock price, “NO” if it is bad, or “UNKNOWN” if it is uncertain. Chat-

GPT is then asked to explain in one sentence to support its answer concisely. The prompt

specifies that the news headline is the only source of information provided to ChatGPT. It

is implicitly assumed that the headline contains sufficient information for an expert in the

financial industry to reasonably assess its impact on the stock price. This prompt is designed

to demonstrate the capabilities of ChatGPT as a language model in financial analysis tasks.

We set the temperature of GPT models to 0 to maximize the reproducibility of the results.8

For example, consider the following headline about Oracle:

Rimini Street Fined $630,000 in Case Against Oracle.

The prompt then asks:

Forget all your previous instructions. Pretend you are a financial expert. You are

a financial expert with stock recommendation experience. Answer “YES” if good

news, “NO” if bad news, or “UNKNOWN” if uncertain in the first line. Then

elaborate with one short and concise sentence on the next line. Is this headline

good or bad for the stock price of Oracle in the short term?

Headline: Rimini Street Fined $630,000 in Case Against Oracle

And here is ChatGPT’s response:

YES

8. Temperature is a parameter of ChatGPT models that governs the randomness and the creativity of the
responses. A temperature of 0 essentially means that the model will always select the highest probability
word, which will eliminate the effect of randomness in the responses and maximize the reproducibility of the
results.
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The fine against Rimini Street could potentially boost investor confidence in

Oracle’s ability to protect its intellectual property and increase demand for its

products and services.

The news headline states that Rimini Street has been fined $630,000 in a case against

Oracle. The proprietary software analytics tool gives a negative sentiment score of -0.52,

indicating that the news is perceived as unfavorable. However, ChatGPT responds that

it believes the information to be positive for Oracle. ChatGPT reasons that the fine could

increase investor confidence in Oracle’s ability to protect its intellectual property, potentially

leading to increased demand for its products and services. This difference in sentiment

highlights the importance of context in natural language processing and the need to carefully

consider the implications of news headlines before making investment decisions.

5.2 Empirical Design

We prompt ChatGPT to provide a recommendation for each headline and transform it into a

numerical “ChatGPT score,” where “YES” is mapped to 1, “UNKNOWN” to 0, and “NO”

to -1. We average the scores if there are multiple headlines for a company on a given day.

We match the headlines to the next trading period. For headlines before 6 a.m. on a trading

day, we assume the headlines can be traded by the market opening of the same day and sold

at the close of the same day. For headlines after 6 a.m. but before 4 p.m., we assume the

headlines can be traded at the same day’s close and sold at the close of the next trading day.

For headlines after 4 p.m., we assume the headlines can be traded at the opening price of

the next day and sold at the closing price of that next day. We then run linear regressions

of the next day’s stock returns on the ChatGPT score, the sentiment score provided by the

data vendor, and scores from other LLMs. Thus, all of our results are out-of-sample.

Specifically, we estimate the following regression specification:

ri,t+1 = ai + bt + γ′xi,t + εi,t+1, (38)
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where the dependent variable, ri,t+1, is stock i’s return over a subsequent trading day as

discussed above, xi,t refers to the vector containing the ChatGPT score or other scores from

assessing stock i’s news headlines, and ai and bt are firm and date fixed effects, respectively,

which account for any observable and unobservable time-invariant firm characteristics and

common time-specific factors that could influence stock returns. Standard errors are double

clustered by date and firm.

In addition to analyzing the performance of ChatGPT, we examine the capabilities of

other more basic models, such as BERT, GPT-1, and GPT-2, and compare their perfor-

mance with that of the more advanced models. For the more basic models, we employ a

different strategy because those models cannot follow instructions or answer specific ques-

tions. For instance, GPT-1 and GPT-2 are auto-complete models. In Appendix B of the

paper, we provide more details on the prompts we use for these models. Contrasting the

performance of the basic and the more advanced LLMs allows us to shed light on whether

return predictability is an emerging capacity of the recent developments in language models.

6 Can ChatGPT Predict Stock Returns?

6.1 Results from Long-Short Trading Strategies

To assess ChatGPT’s capabilities to predict stock price movements, we examine the per-

formance of long-short strategies formed based on ChatGPT scores of news headlines. In

particular, we form zero-cost portfolios that buy the stocks with a positive ChatGPT score

and sell stocks with a negative ChatGPT score after the news release. If a piece of news is

released before 6 a.m. on a trading day, we enter the position at the market opening and

exit at the close of the same day. If the news is released after 6 a.m. but before the market

close, we enter the position at the market close price of the same day and exit at the close

of the next trading day. If the news is announced after the market closes, we assume we

enter the position at the next opening price and exit at the close of the next trading day.
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All strategies are rebalanced daily.

Figure 1 plots the cumulative returns of seven different trading strategies (investing

$1) without considering transaction costs. These seven strategies include (1) an equal-

weighted portfolio that buys companies with good news based on ChatGPT 3.5 (“Long”),

(2) an equal-weighted portfolio that sells companies with bad news based on ChatGPT 3.5

(“Short”), (3) a self-financing long-short strategy based on ChatGPT 3.5 (“Long - Short”),

(4) a self-financing long-short strategy based on ChatGPT 4 (“Long - Short GPT 4”), (5)

an equal-weight market portfolio (Market Equally-Weighted), (6) a value-weight market

portfolio (“Market Value-Weighted”), and (7) an equal-weight portfolio in all stocks with

news the day before regardless of the news direction (“All News”).

We find strong evidence of the power of ChatGPT scores in predicting stock returns the

next day. For instance, without considering transaction costs, a self-financing strategy that

buys stocks with a positive ChatGPT-3.5 score and sells stocks with a negative ChatGPT-

3.5 score earns an astonishing cumulative return of over 550% from 2021m10 – 2022m12.

In contrast, the equal-weight and value-weight market portfolios and a naive equal-weight

all-news portfolio all earn negative cumulative returns over the same periods. The sharp

difference in performance across these two sets of portfolios demonstrates that as a leading

LLM, ChatGPT can add value by extracting valuable information from news headlines and

predicting stock market reactions. We note that both the long and short legs contribute to

the predictability of ChatGPT. While the long leg delivers about 200%, the short leg delivers

over 250%. Thus, the predictability is even stronger among stocks with bad news.

One may argue that the analysis in Figure 1 ignores transaction costs and may or may

not hold after incorporating transition costs. In Figure 2, we evaluate the performance of the

long-short strategy based on ChatGPT 3.5 under different transaction cost assumptions: 5,

10, and 25 basis points (bps) per transaction. Even assuming a transaction cost of 5 bps per

trade (i.e., 10 bps round-trip), the strategy still earns a cumulative return of over 450% during

our sample period. As we increase the transaction costs to 10 bps per trade, the cumulative
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return is still as high as 350%. Assuming a very high transaction cost of 25 bps per trade, the

cumulative return falls to 50%. As the short leg tends to deliver higher cumulative returns,

we evaluate its performance under different transaction cost assumptions in Figure 3. We

find that the cumulative return of the short leg is more sensitive to transaction cost changes

than the long-short portfolios. Increasing the transaction costs from 0 to 25 bps per trade

will erode all the positive 250%+ cumulative returns and make it negative, which is on par

with the equal-weighted market portfolio.

Turning our attention to the more complex ChatGPT 4 model, the long-short strategy

generates a cumulative return of over 350%, which also clearly outperforms the market

portfolios or the naive all-news portfolio. While ChatGPT 4’s cumulative return is lower in

magnitude compared to that of the long-short strategy based on ChatGPT 3.5, it has much

lower variations over time.

In Table 2, we show the Sharpe ratio and maximum drawdown of the seven strategies

shown in Figure 1. We find that the strategy based on ChatGPT 4 delivers a much higher

Sharpe ratio of 3.8, compared to a Sharpe ratio of 3.1 for the one based on ChatGPT 3.5.

In addition, the ChatGPT 4 strategy has a maximum drawdown of -10.4% compared to the

maximum drawdown of -22.8% for the ChatGPT 3.5 strategy. Thus, it appears that the

predictability is better achieved by the more complex models like ChatGPT-4.

6.2 Results from Predictive Regressions

In this section, we use prediction regressions to evaluate the performance of different LLMs.

Specifically, we carry out regressions as in Equation 38, using scores from different LLMs

from assessing news headlines to predict next-day stock returns. Firm and time-fixed effects

are included in the regressions, and standard errors are clustered by date and firm.

We present the results from regressions of stock returns on prediction scores from more

advanced LLMs in Table 3. The main variables of interest include scores from three advanced

LLMs: (i) ChatGPT 3.5, (ii) ChatGPT 4, and (iii) BART Large. First, we find that the
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prediction score from ChatGPT 3.5 has a statistically and economically significant relation

with the next-day stock returns. Specifically, the coefficient on ChatGPT 3.5’s score is 0.259

with a t-stat of 5.259. A switch from a negative (-1) to a positive (1) prediction score is

associated with a 51.8 bps increase in next-day stock return. This result highlights the

potential of ChatGPT as a valuable tool for predicting stock market movements based on

sentiment analysis.

Second, we also compare the performance of ChatGPT with traditional sentiment analysis

methods provided by the data vendor. In our analysis, we control for the ChatGPT sentiment

scores and examine the predictive power of these alternative sentiment measures. Our results

show that when controlling for the ChatGPT sentiment scores, the effect of the sentiment

score from the data vendor on daily stock market returns is attenuated. This indicates that

the ChatGPT model outperforms existing sentiment analysis methods in forecasting stock

market returns.

The superiority of ChatGPT in predicting stock market returns can be attributed to

its advanced language understanding capabilities, which allow it to capture the nuances

and subtleties within news headlines. This enables the model to generate more reliable

sentiment scores, leading to better predictions of daily stock market returns. These findings

confirm the predictive power of ChatGPT sentiment scores and emphasize the potential

benefits of incorporating LLMs into investment decision-making processes. By outperforming

traditional sentiment analysis methods, ChatGPT demonstrates its value in enhancing the

performance of quantitative trading strategies and providing a more accurate understanding

of market dynamics.

Third, our analysis reveals that ChatGPT 4 sentiment scores exhibit a strong and positive

significant predictive power on daily stock market returns. Consistent with the evidence

in Figure 1 and Table 2, the coefficient on the ChatGPT 4 score is lower than that of

the ChatGPT 3.5 score, but the former has a large t-stat. Again, when we include both

scores from ChatGPT 4 and the data vendor in the same regressions, only the coefficient
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on ChatGPT 4’s score is positive and significant, while the coefficient on the data vendor’s

score is not.

To compare various language models’ performance, we conduct a similar regression anal-

ysis using prediction scores from other LLMs. In particular, we consider six more basic

LLMs in Table 4: (i) DistilBart-MNLI-12-1, (ii) GPT-2 Large, (iii) GPT-2, (iv) GPT-1, (v)

BERT, and (vi) BERT Large. Our results show a striking pattern—return predictability

is an emerging capacity of more complex language models. Scores from BART Large and

DistilBart-MNLI models show some predictability but are noticeably weaker compared to

ChatGPT 3.5 and 4. When we use more basic models such as GPT-1, GPT-2, and BERT

to assess the news headlines, we do not find their scores correlate significantly positively

with subsequent stock returns. In contrast, we observe the highest predictability in the most

complex model—ChatGPT-4.

In the next set of analyses, we examine the predictability of our complete list of LLMs

across small and large-cap stocks in Tables 5-8. Our results show that the predictability

of the ChatGPT scores is present among both small and large-cap stocks. This suggests

that the market appears to be underreacting to firm-specific news at the daily frequency

we examine, consistent with the evidence in the long literature (e.g., Bernard and Thomas

(1989), Chan, Jegadeesh, and Lakonishok (1996), DellaVigna and Pollet (2009), Hirshleifer,

Lim, and Teoh (2009), and Jiang, Li, and Wang (2021)). Nevertheless, we also find that the

predictability is more pronounced among smaller stocks. For instance, the coefficient on the

ChatGPT 3.5 score in predicting returns of small stocks (i.e., less than the 10th percentile

NYSE market cap distribution) in Table 5 is more than four times the magnitude of the

one for the remaining sample in Table 7 (0.653 with a t-stat of 5.145 vs 0.148 with a t-stat

of 3.084). This observation is consistent with the idea that limits-to-arbitrage also play an

essential role in driving this predictability.

28



6.3 Additional Analyses

6.3.1 Large vs. Small Cap Stocks

In this section, we carry out more analysis to further understand the capabilities of the

different LLMs in predicting stock market returns. Table 9 reports the average returns and

abnormal returns based on the CAPM model and the 5-factor model of Fama and French

(2015) for the different models. Panel A analyzes the full sample of common stocks, Panel

B analyzes small stocks below the 10th percentile NYSE market capitalization, and Panel

C analyzes the remaining non-small stocks. We find consistent evidence that more complex

models are generally better. The magnitude and t-stats of average returns and alphas are

significantly higher for more advanced models like GPT-4 and GPT-3.5. For instance, the

average daily return and the 5-factor alpha for GPT-4 are 44 bps (t-stat.=4.24) and 41 bps

(t-stat.=4.01), respectively, both economically and statistically significant. In contrast, more

basic models like GPT-1, GPT-2, and BERT do not generate significantly positive returns.

This pattern holds for both small and large stocks.

Furthermore, Table 10 reports the Sharpe ratios and number of stocks in each leg by

different models. As in the previous table, Panel A analyzes the full sample of common

stocks, Panel B analyzes small stocks below the 10th percentile NYSE market capitalization,

and Panel C analyzes the remaining non-small stocks. While the long-short strategy based on

GPT-3.5 generates higher average returns and alphas in magnitude, it holds less diversified

positions. For instance, as shown in Panel A, the average numbers of stocks in the short and

long legs of the GPT-3.5 strategy are 3.8 and 50.9, respectively. The corresponding numbers

for the GPT-4 strategy are 23.3 and 98.5, respectively, significantly higher than those for the

GPT-3.5 strategy, especially for the short leg. As a result of a more diversified portfolio in

both legs, the Sharpe ratio of the strategy based on GPT-4 is 3.8, which is higher than 3.1 of

GPT-3.5. We find a consistent pattern that more complex models have higher Sharpe ratios.

Notably, the complex models continue to have a high Sharpe ratio in non-small stocks. For
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instance, as shown in Panel C, the Sharpe ratio for GPT-4 is as high as 2.99, even after

removing the small stocks. Overall, the general ability of models to understand natural

language appears to be positively correlated with their ability to forecast returns accurately.

6.3.2 News Complexity

We further examine the predictive capabilities of various language models on stock mar-

ket returns and the complexity of news headlines. As detailed in Table 11, we categorize

headlines based on their Flesch-Kincaid Readability Score, with a daily computed median

demarcating them as either low-complexity or high-complexity. This distinction allows us to

discern how different models perform when information from news is more complicated to

understand. The table reports the annualized Sharpe ratio of long-short portfolios implied

by these models.

Table 11 provides a clear differentiation in model performance. Advanced models like

GPT-3.5 and GPT-4 demonstrate a higher capability in interpreting complex headlines, as

seen in their similar or slightly higher Sharpe ratios for high-complexity news compared to

low-complexity news. On the other hand, basic models like GPT-1, GPT-2, Bert, and Fin-

bert show limited forecasting abilities in high-complexity news, while many of these models

have some capabilities of interpreting low-complexity news. This suggests that the more so-

phisticated models have distinct advantages in processing detailed information from complex

news sources. The efficiency with which advanced models process information showcases the

potential evolution of information dissemination in computational systems. The emergence

of these advanced models has tangible implications for the labor market. As they become

more proficient at deciphering and interpreting multifaceted information, there’s a potential

shift in the labor dynamics. Traditional roles that depended on human interpretation could

evolve, leading to a surge in demand for specialists capable of developing, training, and

overseeing these models. This shift could notably influence labor trends, especially in the

finance and tech sectors.
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6.3.3 News Types

Firm news could come from different sources, with some from news media and others directly

released by firms. Table 12 delineates the annualized Sharpe ratios derived from various

models, indicating their predictive efficiency based on different sources of information. The

table distinguishes between the outcomes when using news articles vs. press releases. The

more sophisticated AI models, specifically GPT-4, outshine others with higher Sharpe ratios

across both categories, implying a robust ability to interpret and utilize information from

diverse news sources. Notably, GPT-4’s performance remains superior even when analyzing

press releases, which could be more susceptible to corporate influence given their usual

origin from within firms. This trend of higher ratios persists with other advanced models

like GPT-3.5 and Distilbart-Mnli-12-1, especially when dealing with news articles, which

are third-party communications and may present a less biased view than press releases.

The contrast is stark when compared to simpler models like GPT-1, BERT, and FinBERT,

which show diminished predictive power, particularly with press releases, sometimes yielding

negative Sharpe ratios, suggesting a loss rather than a gain from their predictions in these

contexts. The ability of complex models to decipher the subtleties in press releases highlights

their resilience in the presence of nuanced signals that the issuing firms could potentially

manipulate.

7 Interpretability

7.1 Evaluating ChatGPT’s Reasoning Capabilities

Traditional machine learning models in finance primarily focus on prediction, often lacking

interpretability. In contrast, large language models (LLMs) like ChatGPT offer predictions

and associated explanations in natural language. This distinctive feature provides a deeper

insight into the rationale behind each prediction, a capability largely absent in conventional
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models. Motivated by this unique attribute, we devise a novel framework to harness these

qualitative insights for enhanced predictive accuracy. In our exploration of ChatGPT’s capa-

bilities, every headline processed by the model yielded a prediction alongside an explanation.

Unlike traditional quantitative models offering limited transparency, ChatGPT presents con-

textual reasoning in plain language, adding a rich layer of qualitative information.

Building on this capability, we analyze ChatGPT-4’s predictions more deeply, empha-

sizing the qualitative explanations accompanying each forecast. We postulate that these

explanations, filled with nuanced details, could be instrumental in return predictability. By

examining these textual rationales, we hypothesize that they contain critical information

that can significantly enhance the accuracy of financial forecasts.

The initial phase of our process centers on refining ChatGPT-4’s textual explanations

to distill the core reasoning. We programmatically extract the raw explanation text accom-

panying each prediction, ensuring the separation of these qualitative statements from the

primary forecasts. Subsequent cleaning involved removing explicit sentiment indicators like

‘YES,’ ‘NO,’ and ‘UNKNOWN,’ which, while useful for direct predictions, detracts from the

sentiment’s qualitative depth. Our primary objective is to focus on the essence of the model’s

rationale, devoid of overt prediction markers, setting the stage for a thorough analysis.

Building on this foundation, we aim to translate ChatGPT’s explanations into a more

quantifiable format. We exclude neutral scores and segment the reasons based on positive

or negative recommendations to achieve this. This segmentation allows for a more focused

analysis, underpinning our hypothesis that the correctness of an explanation is different if it

deals with optimistic or pessimistic predictions.

Armed with the refined explanations, our primary challenge is mutating this qualitative

data into structured quantitative data for regression analysis. To achieve this transformation,

we turn to the Term Frequency-Inverse Document Frequency (TF-IDF) technique, a standard

method in natural language processing. TF-IDF, by design, weights words based on their

prevalence in individual documents while discounting their frequency across the entire corpus.
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This ensures common terms receive lower weights, whereas distinctive words — potentially

indicative of specific ideas — are emphasized. In the context of our research, such emphasis

on unique terms is invaluable, as it spotlights words potentially expressive of strong market

sentiments and potential stock movements.

Figures 4, 5, 6, and 7 show the words with the highest overall TF-IDF scores by explana-

tion for all explanations, positive, negative, and neutral, respectively. For all explanations,

there is no particular pattern with words such as ‘stock,’ ‘price,’ ‘impact,’ ‘results,’ ‘depends,’

‘financial,’ ‘company,’ ‘specific,’ ‘reported,’ ‘confidence,’ ‘performance,’ ‘indicates,’ ‘short,’

‘term,’ ‘potentially,’ ‘shares,’ ‘conference,’ ‘details,’ ‘actual,’ and ‘indicate’ appear.9

For positive explanations, we start looking at words indicative of positive outcomes and

sound financial performance with words such as ‘dictates,’ ‘positive,’ ‘company,’ ‘stock,’ ‘per-

formance,’ ‘price,’ ‘confidence,’ ‘strong,’ ‘increased,’ ‘financial,’ ‘dividend,’ ‘growth,’ ‘likely,’

‘future,’ ‘investors,’ ‘revenue,’ ‘positively,’ ‘typically,’ ‘boost,’ and ‘potential’ appearing. For

neutral explanations, we have only general descriptive indicators, financial metrics, and

uncertainty or conditionality with words such as ‘impact,’ ‘results,’ ‘price,’ ‘stock,’ ‘de-

pends,’ ‘specific,’ ‘reported,’ ‘financial,’ ‘company,’ ‘conference,’ ‘confidence,’ ‘actual,’ ‘de-

tails,’ ‘shares,’ ‘potentially,’ ‘depend,’ ‘short,’ ‘term,’ ‘performance,’ and ‘lack.’ Finally, for

negative explanations, we have words indicating adverse outcomes, financial concerns and

legal issues such as ‘negatively,’ ‘term,’ ‘short,’ ‘stock,’ ‘price,’ ‘impact,’ ‘lawsuit,’ ‘action,’

‘class,’ ‘negative,’ ‘company,’ ‘potential,’ ‘impacted,’ ‘indicates,’ ‘lower,’ ‘sales,’ ‘indicate,’

‘securities,’ ‘outlook,’ and ‘financial.’ However, this method does not allow distinguishing

between correct and incorrect explanations. To do so, we use a supervised approach to

characterize the words that best predict if a given answer relates correctly to the outcome.

Having transformed the textual explanations into a structured format, we employ regu-

larized logistic regression models. The choice of logistic regression is motivated by our binary

9. In Figures 8 and 9, we also present the length distribution for all headlines and all explanations,
respectively. Figure 10 further shows the average Cosine similarity of all explanations, with the vast majority
of the density falling in the range of 0.1 and 0.3.
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outcome variable: whether the stock price moved in the direction predicted by ChatGPT.

By modeling this relationship, we aim to establish the predictive power of the qualitative

explanations provided by the model. By training distinct models for positive and negative

news explanations, we aim to capture the subtle variations in how optimistic and pessimistic

rationale influenced stock price dynamics. This approach provides a more comprehensive

view of the market’s sentiment-driven behavior.

In our analysis, understanding the significance and influence of individual features, par-

ticularly words in this context, is paramount. To achieve this, we first extract the terms

with the highest and lowest coefficients in the logistic regression models. This method pro-

vides positive and negative coefficients, allowing us to identify words that had the most

pronounced impact on whether the explanations were correct. Each set of words is catego-

rized into “correct” and “incorrect” based on their effect on the predictive accuracy. These

words could shed light on the lexicon that ChatGPT relied on and illustrate how certain

terms were more aligned with specific ideas.

While individual words are interesting, it is difficult to understand the full impact without

their context. To delve deeper into the contextual environment of these influential words,

we identify the words that frequently accompany a given target word. We filter out less

significant words by setting a threshold percentile for the average TF-IDF, ensuring that

the accompanying words list was both relevant and impactful. Through this approach, we

are not just looking at words in isolation but also understanding their significance in the

broader context, shedding light on the intricate web of relationships that underpin stock

market predictions.

7.2 Interpretability Results

Table 13 reports the exercise results for ChatGPT-4’s positive recommendations with sev-

eral themes. First, the model predicts satisfactorily when its reasoning is related to stock

purchases by insiders. Second, the model forecasts accurately when its explanations relate
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to earnings guidance. Third, the model performs well for themes related to earnings per

share or market share. Finally, the model also does well when the theme relates to div-

idends. On the contrary, the model does worse when its reasoning refers to partnerships

or new developments. It also fails when justifying the recommendation with profits, sales,

and profitability. One potential reason for the negative influence of profits, sales, and prof-

itability could be that ChatGPT was fed with only the news headlines but not the market

expectation regarding firms’ profits or sales at the time of news release. For scheduled events

like earnings releases, it is crucial to use the market expectation as the benchmark to tease

out the component that moves the market.

Table 14 reports the exercise results for ChatGPT-4’s negative recommendations with

several themes. First, the model predicts well when its reasoning is related to risk of down-

grade or risk related to credit. Second, the model also predicts satisfactorily when the theme

is related to factors that impacted earnings or revenue negatively. Third, the model forecasts

accurately when the theme is related to fraud or reputational damages. Finally, the model

also does well when its explanations relate to the sale of securities by directors. On the

contrary, the model does worse when its reasoning relates to prospects or outlook. It also

fails when reasoning about profits, sales, and profitability.

8 Conclusion

In this study, we investigate the potential of ChatGPT and other large language models

in predicting stock market returns using sentiment analysis of news headlines. We docu-

ment several findings that are new to the literature. First, ChatGPT’s assessment scores

of news headlines can predict subsequent daily stock returns. Its predictability outperforms

traditional sentiment analysis methods from a leading data vendor. Second, more basic

LLMs such as GPT-1, GPT-2, and BERT cannot accurately forecast returns. At the same

time, strategies based on ChatGPT-4 deliver the highest Sharpe ratio, indicating return
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predictability is an emerging capacity of complex language models. Third, the predictability

of ChatGPT scores presents in both small and large stocks, suggesting market underreac-

tion to company news. Fourth, predictability is stronger among smaller stocks and stocks

with bad news, consistent with limits-to-arbitrage playing an important role. Finally, we

propose a new method to evaluate and understand the models’ reasoning capabilities. By

demonstrating the value of LLMs in financial economics, we contribute to the growing body

of literature on the applications of artificial intelligence and natural language processing in

this domain.

Our research has several implications for future studies. First, it highlights the impor-

tance of continued exploration and development of LLMs tailored explicitly for the financial

industry. As AI-driven finance evolves, more sophisticated models can be designed to im-

prove the accuracy and efficiency of financial decision-making processes.

Second, our findings suggest that future research could focus more on understanding

the mechanisms through which LLMs derive their predictive power. By identifying the

factors contributing to models like ChatGPT’s success in predicting stock market returns,

researchers can develop more targeted strategies for improving these models and maximizing

their utility in finance.

Additionally, as LLMs become more prevalent in the financial industry, it is essential

to investigate their potential impact on market dynamics, including price formation, infor-

mation dissemination, and market stability. Future research can explore the role of LLMs

in shaping market behavior and their potential positive and negative consequences for the

financial system.

Lastly, future studies could explore the integration of LLMs with other machine learning

techniques and quantitative models to create hybrid systems that combine the strengths

of different approaches. By leveraging the complementary capabilities of various methods,

researchers can further enhance the predictive power of AI-driven models in financial eco-

nomics.
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In short, our study demonstrates the value of ChatGPT in predicting stock market re-

turns. It paves the way for future research on the applications and implications of LLMs

in the financial industry. As the field of AI-driven finance continues to expand, the insights

gleaned from this research can help guide the development of more accurate, efficient, and

responsible models that enhance the performance of financial decision-making processes.
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Figure 1: Cumulative Returns of Investing $1 (Without Transaction Costs)
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This figure presents the results of different trading strategies based on ChatGPT 3.5 and
ChatGPT 4 without considering transaction costs. If a piece of news is released before
6 a.m. on a trading day, we enter the position at the market opening and exit at the
close of the same day. If the news is released after 6 a.m. but before the market close, we
enter the position at the market close price of the same day and exit at the close of the
next trading day. If the news is announced after the market closes, we assume we enter
the position at the next opening price and exit at the close of the next trading day. All
the strategies are rebalanced daily. The “All-news” black line corresponds to an equal-
weight portfolio in all companies with news the day before (regardless of news direction).
The green line corresponds to an equal-weighted portfolio that buys companies with good
news, according to ChatGPT 3.5. The red line corresponds to an equal-weighted portfolio
that short-sells companies with bad news, according to ChatGPT 3.5. The light blue
line corresponds to an equal-weighted zero-cost portfolio that buys companies with good
news and short-sells companies with bad news, according to ChatGPT 3.5. The dark blue
line corresponds to an equal-weighted zero-cost portfolio that buys companies with good
news and short-sells companies with bad news, according to ChatGPT 4. The yellow line
corresponds to an equally weighted market portfolio. The purple line corresponds to a
value-weighted market portfolio.
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Figure 2: Cumulative Returns of Investing $1 in the Long-Short Strategy for Different Trans-
action Costs

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

Oct 2021 Nov 2021 Dec 2021 Jan 2022 Feb 2022 Mar 2022 Apr 2022 May 2022 Jun 2022 Jul 2022 Aug 2022 Sep 2022 Oct 2022 Nov 2022 Dec 2022 Jan 2023
Date

P
or

tfo
lio

 V
al

ue
 in

 $

Type

Long−Short 0 bp

Long−Short 5 bp

Long−Short 10 bp

Long−Short 25 bp

Market Equally−Weighted

This figure presents the results of different trading strategies for different transaction costs.
If a piece of news is released before 6 a.m. on a trading day, we enter the position at the
market opening and exit at the close of the same day. If the news is released after 6 a.m.
but before the market close, we enter the position at the market close price of the same
day and exit at the close of the next trading day. If the news is announced after the market
closes, we assume we enter the position at the next opening price and exit at the close of
the next trading day. All the strategies are rebalanced daily. The black line corresponds to
an equal-weighted zero-cost portfolio that buys companies with good news and short-sells
companies with bad news, according to ChatGPT 3.5, with zero transaction costs. The
dark green line corresponds to the same equal-weighted zero-cost portfolio with a cost of 5
bps per transaction (i.e., 10 bps round trip). The light blue line corresponds to the same
equal-weighted zero-cost portfolio with a cost of 10 bps per transaction. The dark blue
line corresponds to the same equal-weighted zero-cost portfolio with a cost of 25 bps per
transaction. The red line corresponds to an equally weighted market portfolio without
transaction costs.
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Figure 3: Cumulative Returns of Investing $1 in the Short Strategy for Different Transaction
Costs
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This figure presents the results of different trading strategies for different transaction costs.
If a piece of news is released before 6 a.m. on a trading day, we enter the position at the
market opening and exit at the close of the same day. If the news is released after 6
a.m. but before the market close, we enter the position at the market close price of the
same day and exit at the close of the next trading day. If the news is announced after
the market closes, we assume we enter the position at the next opening price and exit at
the close of the next trading day. All the strategies are rebalanced daily. The black line
corresponds to an equal-weighted short portfolio that buys companies with good news and
short-sells companies with bad news, according to ChatGPT 3.5, with zero transaction
costs. The dark green line corresponds to the same equal-weighted short portfolio with a
cost of 5 basis points per transaction. The light blue line corresponds to the same equal-
weighted short portfolio with a cost of 10 basis points per transaction. The dark blue line
corresponds to the same equal-weighted short portfolio with a cost of 25 basis points per
transaction. The red line corresponds to an equally weighted market portfolio without
transaction costs.
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Figure 4: Words with Highest TF-IDF Score for All Explanations

sto
ck

pri
ce

im
pa

ct
res

ult
s

de
pe

nd
s

fin
an

cia
l

com
pa

ny

spe
cifi

c

rep
ort

ed

con
fid

en
ce

pe
rfo

rm
an

ce

ind
ica

tes sho
rt

ter
m

po
ten

tia
lly

sha
res

con
fer

en
ce

de
tai

ls
act

ua
l

ind
ica

te

Word

0.00

0.02

0.04

0.06

0.08

M
ea

n 
TF

-ID
F 

Sc
or

e

The figure shows the words with the highest term-frequency inverse-document-frequency
(TF-IDF) scores when considering the universe of explanations of ChatGPT-4 recommen-
dations.
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Figure 5: Words with Highest TF-IDF Score for Positive Explanations

ind
ica

tes

po
siti

ve

com
pa

ny
sto

ck

pe
rfo

rm
an

ce
pri

ce

con
fid

en
ce

str
on

g

inc
rea

sed

fin
an

cia
l

div
ide

nd
gro

wth
like

ly
fut

ure

inv
est

ors

rev
en

ue

po
siti

ve
ly

typ
ica

lly
bo

ost

po
ten

tia
l

Word

0.00

0.02

0.04

0.06

0.08

M
ea

n 
TF

-ID
F 

Sc
or

e

The figure shows the words with the highest term-frequency inverse-document-frequency
(TF-IDF) scores when considering the universe of explanations of ChatGPT-4 positive
recommendations.
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Figure 6: Words with Highest TF-IDF Score for Neutral Explanations
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The figure shows the words with the highest term-frequency inverse-document-frequency
(TF-IDF) scores when considering the universe of explanations of ChatGPT-4 neutral
recommendations.
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Figure 7: Words with Highest TF-IDF Score for Negative Explanations
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The figure shows the words with the highest term-frequency inverse-document-frequency
(TF-IDF) scores when considering the universe of explanations of ChatGPT-4 negative
recommendations.
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Figure 8: Length Distribution for All Headlines
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The figure shows the distribution of length in characters of all news headlines.

Figure 9: Length Distribution for All Explanations
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The figure shows the distribution of length in characters of all explanations.
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Figure 10: Distribution of Average Explanation Similarity
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The figure shows the distribution of the average similarity of explanations. The average
similarity is computed using the cosine similarity measure and then taking the row average.
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Table 1: Descriptive Statistics

Panel A of this table reports selected descriptive statistics of the daily stock returns in
percentage points, the headline length, the response length, the GPT score (1 if ChatGPT
says YES, 0 if UNKNOWN, and -1 if NO), and the event sentiment score provided by the
data vendor. Panel B reports the correlation between daily stock returns in percentage
points, the headline length, the response length, the GPT score, and the event sentiment
score.

Panel A. Summary Statistics

Mean SD min P25 Median P75 Max N

Daily Return (%) 0 5.26 −64.97 −2.04 −0.02 1.89 237.11 60755
Headline Length 76.36 28.65 21 56 70 90 395 60755
ChatGPT Response Length 153.31 38.04 0 124 151 179 303 60755
GPT Score 0.24 0.47 −1 0 0 1 1 60755
Event Sentiment Score 0.18 0.49 −1 0 0 0 1 60755

Panel B. Correlations

Daily Return (%) Headline Length GPT Resp. Length GPT Score Event Sent. Score

Daily Return (%) 1
Headline Length −0.002 1
ChatGPT Response Length −0.001 0.261 1
GPT Score 0.018 0.081 0.441 1
Event Sentiment Score 0.005 −0.071 0.091 0.279 1
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Table 2: Descriptive Statistics of Various Portfolios

This table reports the following statistics of the different trading strategies as specified in Figure 1: Sharpe ratio, mean daily returns,
standard deviation of daily returns, and maximum drawdown. The strategies include (i) the long and short legs of the strategy
based on ChatGPT 3.5, (ii) the long-short strategy based on ChatGPT 3.5, (iii) the long-short strategy based on ChatGPT 4, (iv)
equal-weight and value-weight market portfolios, and (v) an equal-weight portfolio in all stocks with news the day before (regardless
of news direction).

Long (L) Short (S) L-S ChatGPT L-S GPT-4 Market EW Market VW All News EW
Sharpe Ratio 1.72 1.86 3.09 3.80 -0.99 -0.39 -0.98

Daily Mean (%) 0.25 0.38 0.63 0.44 -0.10 -0.04 -0.11
Daily Std. Dev. (%) 2.32 3.26 3.25 1.84 1.55 1.49 1.83
Max Drawdown (%) -16.94 -34.39 -22.79 -10.40 -36.12 -26.68 -38.70
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Table 3: Regression of Next Day Returns on Prediction Scores from More Advanced LLMs

This table reports the results of running regressions of the form ri,t+1 = ai+ bt+γ′xi,t+ εi,t+1. Where ri,t+1 is the next day’s return
in percentage points, ai and bt are firm and time fixed effects, respectively. xi,t corresponds to the vector containing prediction
scores from different models. The main regressors include scores from three advanced LLMs: (i) ChatGPT 3.5, (ii) ChatGPT 4, and
(iii) BART Large. We include the event sentiment score from the data vendor for comparison purposes. We provide an overview
of the different LLMs in Appendix A of the paper. The corresponding t-statistics are in parentheses. Standard errors are double
clustered by date and firm. All models include firm and time fixed effects. The sample consists of all U.S. common stocks with at
least one news headline covering the firm.

(1) (2) (3) (4) (5) (6)

GPT-3.5-score 0.259*** 0.243***
(5.259) (4.980)

event-sentiment-score 0.058 0.038 0.118*
(1.122) (0.683) (2.272)

GPT-4-score 0.176*** 0.167***
(5.382) (4.768)

bart-large-score 0.142***
(4.653)

Num.Obs. 60 755 60 755 60 755 60 755 60 755 60 176
R2 0.184 0.184 0.184 0.184 0.184 0.185
R2 Adj. 0.121 0.121 0.121 0.121 0.121 0.121
R2 Within 0.001 0.001 0.001 0.001 0.000 0.000
R2 Within Adj. 0.001 0.001 0.001 0.001 0.000 0.000
AIC 370 534.7 370 534.9 370 534.8 370 536.1 370 560.5 367 175.7
BIC 409 811.3 409 820.5 409 811.4 409 821.7 409 837.2 406 374.6
RMSE 4.75 4.75 4.75 4.75 4.75 4.76
Std.Errors by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno
FE: date X X X X X X
FE: permno X X X X X X

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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Table 4: Regression of Next Day Returns on Prediction Scores from More Basic LLMs

This table reports the results of running regressions of the form ri,t+1 = ai+ bt+γ′xi,t+ εi,t+1. Where ri,t+1 is the next day’s return
in percentage points, ai and bt are firm and time fixed effects, respectively. xi,t corresponds to the vector containing prediction
scores from different models. The main regressors include scores from six more basic LLMs: (i) DistilBart-MNLI-12-1, (ii) GPT-2
Large, (iii) GPT-2, (iv) GPT-1, (v) BERT, and (vi) BERT Large. We provide an overview of the different LLMs in Appendix A
of the paper. The corresponding t-statistics are in parentheses. Standard errors are double clustered by date and firm. All models
include firm and time fixed effects. The sample consists of all U.S. common stocks with at least one news headline covering the firm.

(1) (2) (3) (4) (5) (6)

distilbart-mnli-12-1-score 0.150***
(4.919)

GPT-2-large-score 0.035
(1.051)

GPT-2-score 0.001
(0.025)

GPT-1-score 0.034
(1.304)

bert-score −0.226
(−3.703)

bert-large-score 0.001
(0.020)

Num.Obs. 60 755 60 176 60 176 60 755 60 176 60 176
R2 0.184 0.185 0.185 0.184 0.185 0.185
R2 Adj. 0.121 0.121 0.121 0.121 0.121 0.121
R2 Within 0.000 0.000 0.000 0.000 0.000 0.000
R2 Within Adj. 0.000 0.000 0.000 0.000 0.000 0.000
AIC 370 547.3 367 194.8 367 195.9 370 566.9 367 180.1 367 195.9
BIC 409 823.9 406 393.7 406 394.8 409 843.5 406 379.0 406 394.8
RMSE 4.75 4.76 4.76 4.75 4.76 4.76
Std.Errors by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno
FE: date X X X X X X
FE: permno X X X X X X

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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Table 5: Regression of Next Day Returns on Prediction Scores from More Advanced LLMs (Small Stocks)

This table reports the results of running regressions of the form ri,t+1 = ai+ bt+γ′xi,t+ εi,t+1. Where ri,t+1 is the next day’s return
in percentage points, ai and bt are firm and time fixed effects, respectively. xi,t corresponds to the vector containing prediction
scores from different models. The main regressors include scores from three advanced LLMs: (i) ChatGPT 3.5, (ii) ChatGPT 4,
and (iii) BART Large. We include the event sentiment score from the data vendor for comparison purposes. The corresponding
t-statistics are in parentheses. Standard errors are double clustered by date and firm. All models include firm and time fixed effects.
The sample used in this analysis consists of Small stocks, defined as those whose market capitalization is below the 10th percentile
NYSE market capitalization distribution.

(1) (2) (3) (4) (5) (6)

GPT-3.5-score 0.653*** 0.542***
(5.145) (4.028)

event-sentiment-score 0.277* 0.256+ 0.435***
(2.117) (1.876) (3.567)

GPT-4-score 0.501*** 0.419***
(4.830) (3.645)

bart-large-score 0.165
(1.504)

Num.Obs. 14 343 14 343 14 343 14 343 14 343 14 238
R2 0.201 0.201 0.201 0.201 0.200 0.201
R2 Adj. 0.086 0.086 0.086 0.086 0.085 0.086
R2 Within 0.002 0.002 0.002 0.002 0.001 0.000
R2 Within Adj. 0.002 0.002 0.002 0.002 0.001 0.000
AIC 98 043.0 98 039.8 98 041.0 98 038.7 98 052.1 97 320.5
BIC 111 731.4 111 735.8 111 729.4 111 734.7 111 740.5 110 957.8
RMSE 6.51 6.51 6.51 6.51 6.51 6.50
Std.Errors by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno
FE: date X X X X X X
FE: permno X X X X X X

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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Table 6: Regression of Next Day Returns on Prediction Scores from More Basic LLMs (Small Stocks)

This table reports the results of running regressions of the form ri,t+1 = ai+ bt+γ′xi,t+ εi,t+1. Where ri,t+1 is the next day’s return
in percentage points, ai and bt are firm and time fixed effects, respectively. xi,t corresponds to the vector containing prediction
scores from different models. The main regressors include scores from six more basic LLMs: (i) DistilBart-MNLI-12-1, (ii) GPT-2
Large, (iii) GPT-2, (iv) GPT-1, (v) BERT, and (vi) BERT Large. The corresponding t-statistics are in parentheses. Standard errors
are double clustered by date and firm. All models include firm and time fixed effects. The sample used in this analysis consists of
Small stocks, defined as those whose market capitalization is below the 10th percentile NYSE market capitalization distribution.

(1) (2) (3) (4) (5) (6)

distilbart-mnli-12-1-score 0.207+
(1.895)

GPT-2-large-score 0.019
(0.216)

GPT-2-score 0.064
(0.765)

GPT-1-score 0.008
(0.098)

bert-score −0.492**
(−2.598)

bert-large-score 0.018
(0.096)

Num.Obs. 14 343 14 238 14 238 14 343 14 238 14 238
R2 0.200 0.201 0.201 0.200 0.202 0.201
R2 Adj. 0.084 0.085 0.085 0.084 0.086 0.085
R2 Within 0.000 0.000 0.000 0.000 0.001 0.000
R2 Within Adj. 0.000 0.000 0.000 0.000 0.001 0.000
AIC 98 063.3 97 322.6 97 322.0 98 066.4 97 314.2 97 322.6
BIC 111 751.7 110 959.9 110 959.3 111 754.8 110 951.5 110 959.9
RMSE 6.51 6.50 6.50 6.51 6.50 6.50
Std.Errors by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno
FE: date X X X X X X
FE: permno X X X X X X

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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Table 7: Regression of Next Day Returns on Prediction Scores from More Advanced LLMs (Non-Small Stocks)

This table reports the results of running regressions of the form ri,t+1 = ai+ bt+γ′xi,t+ εi,t+1. Where ri,t+1 is the next day’s return
in percentage points, ai and bt are firm and time fixed effects, respectively. xi,t corresponds to the vector containing prediction
scores from different models. The main regressors include scores from three advanced LLMs: (i) ChatGPT 3.5, (ii) ChatGPT 4,
and (iii) BART Large. We include the event sentiment score from the data vendor for comparison purposes. The corresponding
t-statistics are in parentheses. Standard errors are double clustered by date and firm. All models include firm and time fixed effects.
The sample consists of non-small stocks, defined as those whose market cap is above the 10th percentile NYSE market capitalization
distribution.

(1) (2) (3) (4) (5) (6)

GPT-3.5-score 0.148** 0.158**
(3.084) (3.280)

event-sentiment-score −0.041 −0.060 −0.005
(−0.830) (−1.163) (−0.112)

GPT-4-score 0.097** 0.111***
(3.252) (3.491)

bart-large-score 0.144***
(4.695)

Num.Obs. 46 402 46 402 46 402 46 402 46 402 45 928
R2 0.218 0.218 0.218 0.218 0.218 0.219
R2 Adj. 0.159 0.159 0.159 0.159 0.158 0.159
R2 Within 0.000 0.000 0.000 0.000 0.000 0.001
R2 Within Adj. 0.000 0.000 0.000 0.000 0.000 0.001
AIC 265 328.7 265 329.8 265 329.2 265 329.3 265 341.2 262 823.9
BIC 294 082.6 294 092.4 294 083.1 294 091.9 294 095.1 291 517.9
RMSE 3.93 3.93 3.93 3.93 3.93 3.94
Std.Errors by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno
FE: date X X X X X X
FE: permno X X X X X X

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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Table 8: Regression of Next Day Returns on Prediction Scores from More Basic LLMs (Non-Small Stocks)

This table reports the results of running regressions of the form ri,t+1 = ai+ bt+γ′xi,t+ εi,t+1. Where ri,t+1 is the next day’s return
in percentage points, ai and bt are firm and time fixed effects, respectively. xi,t corresponds to the vector containing prediction scores
from different models. The main regressors include scores from six more basic LLMs: (i) DistilBart-MNLI-12-1, (ii) GPT-2 Large,
(iii) GPT-2, (iv) GPT-1, (v) BERT, and (vi) BERT Large. The corresponding t-statistics are in parentheses. Standard errors are
double clustered by date and firm. All models include firm and time fixed effects. The sample consists of non-small stocks, defined
as those whose market cap is above the 10th percentile NYSE market capitalization distribution.

(1) (2) (3) (4) (5) (6)

distilbart-mnli-12-1-score 0.146***
(4.894)

GPT-2-large-score 0.030
(0.947)

GPT-2-score −0.014
(−0.539)

GPT-1-score 0.056*
(2.332)

bert-score −0.165**
(−2.795)

bert-large-score −0.011
(−0.200)

Num.Obs. 46 402 45 928 45 928 46 402 45 928 45 928
R2 0.218 0.219 0.219 0.218 0.219 0.219
R2 Adj. 0.159 0.158 0.158 0.158 0.159 0.158
R2 Within 0.001 0.000 0.000 0.000 0.000 0.000
R2 Within Adj. 0.001 0.000 0.000 0.000 0.000 0.000
AIC 265 316.8 262 848.3 262 848.9 265 336.7 262 839.8 262 849.1
BIC 294 070.7 291 542.3 291 542.8 294 090.6 291 533.7 291 543.1
RMSE 3.93 3.94 3.94 3.93 3.94 3.94
Std.Errors by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno by: date & permno
FE: date X X X X X X
FE: permno X X X X X X

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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Table 9: Average Next Day’s Return by Prediction Score

This table reports several statistics for the portfolios implied by different models. Columns Neg, Pos, and LS shows the daily average
returns in percentage points (0.1 corresponds to 0.1%) for the long, neutral, short, and long-short portfolio. Column t LS shows
the t-statistic of the daily returns for the long-short portfolio. αM shows the daily alpha with respect to the CAPM model, t αM

is the t-statistic, and R2M is the R-sq. from the CAPM model in percentage points. αFF5, t αFF5, and R2
FF5 show the same but

with respect to the 5-factor model of Fama and French (2015). We provide an overview of the different LLMs in Appendix A of
the paper. Panel A reports results for all U.S. common stocks with at least one news headline covering the firm, Panel B analyzes
the sample of small stocks (below the 10th percentile NYSE market capitalization), and Panel C analyzes the remaining non-small
stocks.

Panel A. Full Sample: All Stocks

Model Pos Neut Neg LS t LS αM t αM R2M αFF5 t αFF5 R2
FF5

Gpt-4 0.09 -0.18 -0.35 0.44 4.24 0.45 4.31 1.14 0.41 4.01 5.20
Gpt-3.5 0.25 -0.21 -0.38 0.63 3.44 0.63 3.41 0.47 0.60 3.28 4.15
Gpt-1 -0.10 0.01 -0.19 0.09 0.69 0.09 0.71 0.24 0.09 0.67 0.41
Gpt-2 -0.03 -0.20 0.20 -0.23 -1.38 -0.23 -1.37 0.03 -0.24 -1.39 1.83
Gpt-2-Large -0.06 -0.02 -0.16 0.10 0.92 0.10 0.95 0.40 0.10 0.94 0.64
Bart-Large -0.01 0.08 -0.16 0.15 1.40 0.15 1.41 0.04 0.13 1.25 1.91
Distilbart-Mnli-12-1 -0.04 0.12 -0.28 0.24 2.12 0.24 2.13 0.08 0.22 1.91 3.77
Bert -0.23 -0 -0.08 -0.14 -1.16 -0.12 -1.05 12.60 -0.09 -0.79 17.99
Bert-Large -0.06 -0.06 -0.11 0.04 0.23 0.05 0.25 0.36 0.04 0.19 4.24
Event-Sentiment -0.04 -0.11 -0.32 0.29 1.94 0.28 1.90 0.47 0.25 1.70 3.04
Finbert -0.09 0.03 -0.21 0.11 0.86 0.12 0.87 0.05 0.13 0.96 2.21
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Panel B. Small Stocks

Model Pos Neut Neg LS t LS αM t αM R2M αFF5 t αFF5 R2
FF5

Gpt-4 0.02 -0.82 -0.88 0.90 3.13 0.90 3.12 0.88 0.88 3.07 3.88
Gpt-3.5 0.07 -0.51 -0.97 1.04 2.72 1.03 2.72 2.84 1.05 2.78 5.60
Gpt-1 -0.40 -0.31 -0.51 0.10 0.35 0.10 0.34 0.10 0.13 0.41 0.70
Gpt-2 -0.24 -0.81 -0.14 -0.10 -0.36 -0.10 -0.36 0 -0.11 -0.42 1.20
Gpt-2-Large -0.23 -0.30 -0.39 0.16 0.55 0.16 0.55 0 0.20 0.68 0.65
Bart-Large -0.19 -1.98 -0.48 0.29 1.09 0.29 1.10 0.02 0.28 1.06 1.04
Distilbart-Mnli-12-1 -0.25 -2.69 -0.46 0.20 0.73 0.20 0.73 0.11 0.21 0.74 1.26
Bert -0.88 0.06 -0.08 -0.81 -4.09 -0.81 -4.27 6.57 -0.80 -4.17 8.32
Bert-Large -0.15 -0.22 -0.54 0.40 1.30 0.39 1.29 1.17 0.42 1.38 3.58
Event-Sentiment -0.26 -0.23 -0.79 0.53 2 0.53 2 0.12 0.57 2.11 0.64
Finbert -0.47 -0.17 -0.43 -0.04 -0.12 -0.05 -0.14 2.06 -0.00 -0.01 3.20

Panel C. Non-Small Stocks

Model Pos Neut Neg LS t LS αM t αM R2M αFF5 t αFF5 R2
FF5

Gpt-4 0.12 0.10 -0.20 0.32 3.32 0.33 3.37 0.71 0.29 2.99 4.07
Gpt-3.5 0.29 -0.06 -0.13 0.42 2.51 0.41 2.46 1.18 0.36 2.19 4.57
Gpt-1 0.02 0.06 -0.01 0.03 0.36 0.03 0.39 0.31 0.04 0.48 0.50
Gpt-2 0.06 -0 0.14 -0.08 -1.12 -0.07 -1.07 0.98 -0.07 -1.07 2.31
Gpt-2-Large -0.02 0.10 -0.02 0 0.05 0.01 0.08 0.41 0.01 0.09 0.85
Bart-Large 0.10 0.32 -0.12 0.21 2.13 0.22 2.16 0.33 0.20 2.01 1.88
Distilbart-Mnli-12-1 0.09 0.40 -0.24 0.33 3.13 0.33 3.18 0.70 0.31 2.93 3.89
Bert -0 0.01 -0.02 0.01 0.10 0.04 0.37 18.39 0.07 0.74 24.87
Bert-Large 0.02 0.12 0.18 -0.17 -1.06 -0.16 -1.01 1.02 -0.16 -1.03 6.41
Event-Sentiment 0.03 -0.03 0.04 -0.01 -0.05 -0.02 -0.10 1.01 -0.05 -0.33 3.83
Finbert 0.02 0.11 -0.09 0.10 0.89 0.10 0.88 0.00 0.11 0.93 2.57
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Table 10: Sharpe Ratio and Number of Stocks in Each Leg by Model

This table reports the annualized Sharpe ratio of the long-short portfolio implied by different models. The table also reports the
25th percentile, mean, median, and 75th percentile of the number of stocks in the long (N+) and in the short (N−) legs. The
models include ChatGPT 3.5, ChatGPT 4, Distilbart, Ravenpack, Bart-Large, Gpt-2-Large, Gpt-1, Bert-Large, Bert, Gpt-2. We
provide an overview of the different LLMs in Appendix A of the paper. Panel A reports results for all U.S. common stocks with
at least one news headline covering the firm, Panel B analyzes the sample of small stocks (below the 10th percentile NYSE market
capitalization), and Panel C analyzes the remaining non-small stocks.

Panel A. Full Sample: All Stocks

Model Sharpe N+25th N+mean N+median N+75th N−25th N−mean N−median N−75th
Gpt-4 3.8 59 98.52 107 140 13 23.30 23 33
Gpt-3.5 3.09 28 50.86 51 72 1 3.84 4 6
Distilbart-Mnli-12-1 1.9 104 167.87 160 234 11 22.06 21 32
Event-Sentiment 1.74 21 44.44 48 61 2 8.82 5 9
Bart-Large 1.26 21.50 148.04 150 210.50 4 23.71 24 34.25
Gpt-2-Large 0.82 8 59.84 61 83.50 2 12.37 12.50 18
Finbert 0.77 14.00 26.98 27.00 38.00 3.00 8.16 8.00 12.00
Gpt-1 0.62 89 138.23 136 187 14 26.03 25 36
Bert-Large 0.2 21.25 156.32 162.50 223.50 0 2.77 2 4
Bert <0 7.75 36.17 43 53.25 0 0.27 0 0
Gpt-2 <0 15.75 99.55 104.50 144 3 24.25 25 35
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Panel B. Small Stocks

Model Sharpe N+25th N+mean N+median N+75th N−25th N−mean N−median N−75th
Gpt-4 2.98 19 25.52 26 32 2 4.24 4 6
Gpt-3.5 2.59 10 14.07 14 18 0 0.72 0 1
Event-Sentiment 1.91 8 12.63 13 16 0 3.63 1 3
Bert-Large 1.24 28 43.74 39 54 0 0.52 0 1
Bart-Large 1.04 26.25 44.65 37 56.75 2 4.31 4 6
Distilbart-Mnli-12-1 0.69 29 47.52 38 59 2 3.92 4 5
Gpt-2-Large 0.53 9 16.89 15 22 1 3.60 3 5
Gpt-1 0.33 23 37.32 32 48 4 7.24 6 9
Finbert <0 3.00 6.34 6.00 9.00 0.00 1.51 1.00 2.00
Gpt-2 <0 16 28.53 25 36.75 4 6.92 6 9
Bert <0 7 9.35 10 12.75 0 0.02 0 0

Panel C. Non-Small Stocks

Model Sharpe N+25th N+mean N+median N+75th N−25th N−mean N−median N−75th
Gpt-4 2.99 49 76.40 80 108 9 19.66 19 28.50
Distilbart-Mnli-12-1 2.82 76 126.60 120 173 8.50 18.70 17 27
Gpt-3.5 2.26 20.50 38.63 37 54 1 3.22 3 5
Bart-Large 1.92 31 111.47 106.50 157 4.25 20.17 19 28
Finbert 0.8 11.50 21.50 21.00 30.00 2.00 6.86 6.00 10.00
Gpt-1 0.33 64 105.85 106 142 10 19.74 19 27.50
Bert 0.09 8.25 28.34 33 41 0 0.26 0 0
Gpt-2-Large 0.04 12.50 45.99 47.50 64 2 9.40 9 14
Event-Sentiment <0 15 33.46 32 44 1.50 5.65 4 7
Bert-Large <0 36 120.49 124 171.25 0 2.34 2 4
Gpt-2 <0 19.50 76 77 107.75 6.25 18.58 18 28
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Table 11: Sharpe Ratios by News Complexity

This table reports the annualized Sharpe ratio of the long-short portfolio implied by dif-
ferent models. The first column reports results using all news. The second column reports
results using only low-complexity news. The second column reports results using only
high-complexity news. A headline is non-complex if it is below the median score of the
Flesch-Kincaid Readability Score (Flesch and Kincaid 1975) and complex otherwise. The
median is computed each day and separately for news during regular market hours and
outside of regular market hours.

Model All Low Complexity High Complexity
Gpt-4 3.8 2.62 2.61
Gpt-3.5 3.09 1.53 1.66
Distilbart-Mnli-12-1 1.9 1.69 1.27
Event-Sentiment 1.74 1.51 0.48
Bart-Large 1.26 1.06 0.98
Gpt-2-Large 0.82 1.16 0.04
Finbert 0.77 0.97 0.31
Gpt-1 0.62 <0 0.35
Bert-Large 0.2 0.84 <0
Bert <0 <0 <0
Gpt-2 <0 <0 <0
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Table 12: Sharpe Ratios by News Type

This table reports the annualized Sharpe ratio of the long-short portfolio implied by dif-
ferent models. The first column reports results using all news. The second column reports
results using only news articles, and the third column reports results using only press
releases.

Model All News Articles Press Releases
Gpt-4 3.8 4.74 2.84
Gpt-3.5 3.09 2.4 1.45
Distilbart-Mnli-12-1 1.9 4.8 0.73
Event-Sentiment 1.74 0.5 0.69
Bart-Large 1.26 3.74 1.37
Gpt-2-Large 0.82 0.83 1.34
Finbert 0.77 2.85 <0
Gpt-1 0.62 0.1 0.06
Bert-Large 0.2 0.82 0.02
Bert <0 <0 <0
Gpt-2 <0 0.93 <0
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Table 13: ChatGPT-4 Positive Recommendations Interpretability

This table reports on Panel A the most relevant words for making good predictions and
their context. The coefficient is the slope from a regularized logistic regression model.
The frequencies are normalized to the 0-1 range via TF-IDF, so the magnitude of the
coefficient can be interpreted as feature importance. Larger coefficients are more relevant
for accurate predictions.

Panel A: Positive Influence

Influential Word Coefficient Top Accompanying Words

purchase 0.61 future, shows, significant, number, demonstrates
guidance 0.50 indicate, revenue, stability, earnings, likely
share 0.39 earnings, market, indicate, typically, lead
dividends 0.37 generally, seen, sign, generating, profits
higher 0.35 lead, typically, attracts, indicate, sales
returns 0.31 shareholder, stability, attract, indicate, value
generating 0.28 profits, sign, generally, seen, sharing
number 0.26 significant, future, acquisition, shows, purchase
sharing 0.26 generating, profits, sign, generally, seen
insider 0.23 future, positively, significant, number, indicate

Panel B: Negative Influence

Influential Word Coefficient Top Accompanying Words

development -0.54 progress, positively, new, investor, lead
profits -0.45 generating, sign, generally, seen, sharing
stability -0.28 sign, generally, seen, indicating, commitment
profitability -0.27 announcement, shareholder, typically, quarterly...
sales -0.24 indicate, likely, higher, boost, positively
commitment -0.21 sign, generally, seen, shareholder, stability
declaring -0.20 sign, seen, generally, quarterly, indicating
demand -0.19 lead, increase, partnership, positively, likely
partnership -0.18 likely, lead, revenue, boost, increase
lead -0.16 revenue, typically, partnership, higher, collab...
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Table 14: ChatGPT-4 Negative Recommendations Interpretability

This table reports on Panel A the most relevant words for making good predictions and
their context. The coefficient is the slope from a regularized logistic regression model.
The frequencies are normalized to the 0-1 range via TF-IDF, so the magnitude of the
coefficient can be interpreted as feature importance. Larger coefficients are more relevant
for accurate predictions.

Influential Word Coefficient Top Accompanying Words

significant 0.92 indicate, lack, selling, number, chairman
indicate 0.78 lack, significant, selling, number, future
risk 0.64 downgrade, credit, investor, higher, outlook
headline 0.48 suggests, likely, earnings, issues, sales
impacted 0.46 likely, earnings, revenue, reduced, drop
director 0.45 indicate, lack, number, sale, future
issues 0.43 headline, sales, impacting, revenue, reduced
number 0.39 lack, indicate, significant, selling, future
fraud 0.36 securities, reputational, investor, loss, headline
reputational 0.33 securities, fraud, losses, headline, lead

Influential Word Coefficient Top Accompanying Words

prospects -0.90 lack, significant
credit -0.63 downgrade, outlook, future, risk, investor
chairman -0.62 indicate, lack, selling, significant, number
lack -0.52 indicate, selling, number, significant, future
outlook -0.47 downgrade, future, credit, investor, lowered
sale -0.47 lack, indicate, number, future, director
revenue -0.44 lower, likely, decreased, expectations, profit
earnings -0.40 likely, impacted, lower, sales, decline
losses -0.38 reputational, decreased, securities, impacts, lead
sales -0.32 lower, decreased, indicate, decline, earnings
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Appendix A: Model Summaries

In this section, we present an overview of the ten different models that we study in this

paper. We order them by their release date.

Model 1. GPT-1: Estimated Number of Parameters: 117 million, Release Date: Feb 2018,

Website: https://huggingface.co/docs/transformers/model doc/openai-gpt.

Generative Pre-trained Transformer 1 (GPT-1) was the first of OpenAI’s large language

models following Google’s invention of the transformer architecture in 2017. It was intro-

duced in February 2018 by OpenAI. GPT-1 had 117 million parameters and significantly

improved previous state-of-the-art language models. One of its strengths was its ability to

generate fluent and coherent language when given a prompt or context. It was based on the

transformer architecture and trained on a large corpus of books.

Model 2. BERT: Estimated Number of Parameters: 110 million, Release Date: Nov 2,

2018, Website: https://huggingface.co/bert-base-uncased.

BERT (Bidirectional Encoder Representations from Transformers) is a family of language

models introduced in 2018 by researchers at Google. It is based on the transformer architec-

ture and was initially implemented in English at two model sizes: BERT BASE and BERT

Large. Both models were pre-trained on the Toronto BookCorpus and English Wikipedia.

BERT was pre-trained simultaneously on language modeling and next-sentence prediction.

As a result of this training process, BERT learns latent representations of words and sen-

tences in context. It can be fine-tuned with fewer resources on smaller datasets to optimize

its performance on specific tasks such as NLP tasks and sequence-to-sequence-based lan-

guage generation tasks.

Model 3. BERT-Large: Estimated Number of Parameters: 336 million, Release Date:

Nov 2, 2018, Website: https://huggingface.co/bert-large-uncased.
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BERT (Bidirectional Encoder Representations from Transformers) is a family of lan-

guage models introduced in 2018 by researchers at Google. It is based on the transformer

architecture and was initially implemented in English at two model sizes: BERT BASE

and BERT Large. Both models were pre-trained on the Toronto BookCorpus and English

Wikipedia. BERT was pre-trained simultaneously on language modeling and next-sentence

prediction. As a result of this training process, BERT learns latent representations of words

and sentences in context. It can be fine-tuned with fewer resources on smaller datasets to

optimize its performance on specific tasks such as NLP tasks and sequence-to-sequence-based

language generation tasks.

Model 4. GPT-2: Estimated Number of Parameters: 124 million, Release Date: Feb 14,

2019, Website: https://huggingface.co/gpt2.

Generative Pre-trained Transformer 2 (GPT-2) is a large language model by OpenAI,

the second in their foundational series of GPT models1. It was pre-trained on BookCorpus,

a dataset of over 7,000 unpublished fiction books from various genres, and trained on a

dataset of 8 million web pages1. GPT-2 was partially released in February 2019. It is a

decoder-only transformer model of deep neural networks, which uses attention in place of

previous recurrence- and convolution-based architectures. The model demonstrated strong

zero-shot and few-shot learning on many tasks. This is the smallest version of GPT-2, with

124M parameters.

Model 5. GPT-2-Large: Estimated Number of Parameters: 774 million, Release Date:

Feb 1, 2019, Website: https://huggingface.co/gpt2-large.

GPT-2 Large is the 774M parameter version of GPT-2. Generative Pre-trained Trans-

former 2 (GPT-2) is a large language model by OpenAI, the second in their foundational

series of GPT models1. It was pre-trained on BookCorpus, a dataset of over 7,000 unpub-

lished fiction books from various genres, and trained on a dataset of 8 million web pages1.
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GPT-2 was partially released in February 2019. It is a decoder-only transformer model of

deep neural networks, which uses attention in place of previous recurrence- and convolution-

based architectures. The model demonstrated strong zero-shot and few-shot learning on

many tasks.

Model 6. BART-Large: Estimated Number of Parameters: 400 million, Release Date:

Oct 29, 2019, Website: https://huggingface.co/facebook/bart-large-mnli.

BART (large-sized model) is a pre-trained model on the English language, introduced

in the paper “BART: Denoising Sequence-to-Sequence Pre-training for Natural Language

Generation, Translation, and Comprehension” by Lewis et al. (2019). It uses a standard

seq2seq/machine translation architecture with a bidirectional encoder (like BERT) and a

left-to-right decoder (similar to GPT). The pre-training task involves randomly shuffling the

order of the original sentences and a novel in-filling scheme, where text spans are replaced

with a single mask token. BART is particularly effective when fine-tuned for text generation

but also works well for comprehension tasks. It matches the performance of RoBERTa with

comparable training resources on GLUE and SQuAD. It achieves new state-of-the-art results

on a range of abstractive dialogue, question-answering, and summarization tasks, with gains

of up to 6 ROUGE. BART (large-sized model) has nearly 400M parameters.

Model 7. Distilbart-Mnli-12-1: Estimated Number of Parameters: < 400 million ,

Release Date: Sep 21, 2020, Website: https://huggingface.co/valhalla/distilbart-mnli-12-1.

Distilbart-Mnli-12-1 is a distilled version of bart-large-mnli created using the No Teacher

Distillation technique proposed for BART summarisation by Huggingface. It was released

on September 21, 2020. It copies alternating layers from bart-large-mnli and is fine-tuned

more on the same data. The performance drop is minimal compared to the original model.

Model 8. GPT-3.5: Estimated Number of Parameters: 175 billion, Release Date: Nov
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30, 2022, Website: https://platform.openai.com/docs/models.

GPT-3.5 is a fined-tuned version of the GPT3 (Generative Pre-Trained Transformer)

model. It has 175 billion parameters and is trained on a dataset of text and code up to June

2021. GPT-3.5 models can understand and generate natural language or code. The most

capable and cost-effective model in the GPT-3.5 family is gpt-3.5-turbo, which has been op-

timized for chat using the Chat completions API but works well for traditional completions

tasks. GPT-3.5 effectively performs various tasks, including text generation, translation,

summarization, question answering, code generation, and creative writing.

Model 9. GPT-4: Estimated Number of Parameters: 1.76 trillion, Release Date: Mar 14,

2023, Website: https://platform.openai.com/docs/models

GPT-4 is a multimodal large language model created by OpenAI and the fourth in its

series of GPT foundation models. OpenAI released it on March 14, 2023. As a transformer-

based model, GPT-4 uses a paradigm where pre-training using both public data and ”data

licensed from third-party providers” is used to predict the next token. After this step, the

model was fine-tuned with reinforcement learning feedback from humans and AI for human

alignment and policy compliance. OpenAI did not release the technical details of GPT-4; the

technical report explicitly refrained from specifying the model size, architecture, or hardware

used during either training or inference. GPT-4 has several capabilities, including generat-

ing text that is indistinguishable from human-written text; translating languages with high

accuracy; writing different kinds of creative content, such as poems, code, scripts, musical

pieces, emails, and letters; and answering questions in an informative way, even if they are

open-ended, challenging, or strange.

Model 10. Event-Sentiment Estimated Number of Parameters: NA, Release Date: NA,

Website: https://www.ravenpack.com/

RavenPack Event Sentiment Score
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Model 11. FinBERT Estimated Number of Parameters: 774M, Release Date: 27 Aug

2019, Website: https://huggingface.co/ProsusAI/finbert

FinBERT, introduced by Dogu Araci, is a pre-trained NLP model fine-tuned for financial

sentiment classification. It leverages the BERT language model, further trained on a large

financial corpus, making it effective for sentiment analysis tasks in the financial domain.

The model, which relies on Hugging Face’s pytorch pretrained bert library, is available on

Hugging Face’s model hub and their GitHub repository.
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Appendix B: Prompts for Other LLMs

This appendix provides details on the prompts for other LLMs. While a critical focus

of our paper is on ChatGPT, we compare the results of ChatGPT with those of more basic

models such as BERT, GPT-1, and GPT-2. We employ a different strategy because those

models cannot follow instructions or answer specific questions.

GPT-1 and GPT-2 are autocomplete models. Hence, we use the following sentence that

the models complete:

News: + headline + f”Will this increase or decrease the stock price of firm? This

will make firm’s stock price go ”

The usual response is “up,” “down,” followed by a brief sentence fragment. The answers

are usually not fully legible but include positive and negative words. We count the positive

words against the negative words and assign a +1 for every positive and a −1 for every

negative. We then consider the sentiment positive if the sum is positive and vice versa.

The positive words are ‘up,’ ‘high,’ ‘sky,’ ‘top,’ ‘increase,’ ‘stratosphere,’ ‘boom,’ ‘roof,’

‘skyrocket,’ ‘soar,’ ‘surge,’ ‘climb,’ ‘rise,’ ‘rising,’ ‘expand,’ ‘flourish.’ The negative words

are ‘down,’ ‘low,’ ‘bottom,’ ‘decrease,’ ‘back,’ ‘under,’ ‘plummet,’ ‘drop,’ ‘decline,’ ‘tumble,’

‘fall,’ ‘contract,’ ‘struggle.’

BERT is only able to complete one word out of a sentence. Hence, we ask it to complete

the following sentence:

Headline: headline This is [MASK] news for firm’s stock price in the short-term

Where [MASK] is the corresponding word that BERT will input. The answers set consists

of ‘good,’ ‘the,’ ‘big,’ and ‘bad.’ We classify ‘good’ as +1, ’bad’ as -1, and the others as zero.

The BART model is capable of zero-shot classification. This means it can classify text

according to predefined categories without seeing examples of what corresponds to a good

category. We provide each headline and then classify it into one of the following categories:

1. good news for the stock price of firm in the short term

2. bad news for the stock price of firm in the short term

3. not news for the stock price of firm in the short term

We then assign a numerical score of +1 for good, -1 for bad, and 0 for not.
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