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Abstract

In this paper we make use of a combination of financial factors and sparse hedging portfolios to allocate a large number of assets into a minimum variance portfolio. Regularized hedging portfolios can be formed using the graphical lasso but relies on statistical sparsity assumptions. The financial factors serve an important role to make these assumptions more suitable. In turn, the estimated hedging portfolios complement the factor model by allowing for deviations from the strict factor structure. The method includes two important features, it makes it possible to avoid the explicit high-dimensional matrix inversion. Secondly, it imposes sparsity restrictions on the partial correlations instead of the pairwise correlation of returns. Empirically, we find that this method tends to reduce portfolio volatility more than prominent alternative methods. The performance improvements are statistically significant and greatest when high-dimensional matrix inversion is completely circumvented.
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1 Introduction

Recent years have seen great improvements in the estimation of high-dimensional covariance matrices and their inverses. In this paper we explore how directly estimating the inverse covariance matrix can improve upon minimum variance portfolio allocation. In particular we focus on the case were the number of assets is very large. To accommodate this setting we use a combination of high-dimensional model selection and financial factor models to decompose the inverse of the asset covariance matrix. A crucial part of our solution is the usage of the graphical lasso (Yuan and Lin, 2007; Friedman et al., 2008) to impose sparsity through regularization. This approach to regularization has the virtue of guaranteeing the estimate is symmetric and positive definite while also remaining computationally feasible when the number of assets grows very large. The sparsity assumption we impose implies that many elements of the inverse are zero. To motivate this assumption we rely on a typical factor structure for the returns. Using the graphical lasso conditional on the factor model we allow for returns to deviate from the strict factor structure. We consider both the case of a priori imposed factors as well as the case where factors have to be selected from a large number of candidates. This introduces a second model selection challenge, which we also approach using sparsity restrictions. We depart from previous works in the financial literature by incorporating the large number of factors while also emphasizing the conditionally sparse inverse covariance matrix.

It is well known that mean-variance optimal portfolios despite being theoretically optimal often perform very poorly out-of-sample.\footnote{There is an extensive literature that document this, among them Michaud (1989) and DeMiguel et al. (2007)} When the number of assets $N$ is large the crucial challenge is estimating the covariance matrix of returns (Kan and Zhou, 2007). In these large-$N$ allocations the number of parameters to estimate in the covariance matrix is vast, $N(N + 1)/2$. In addition the allocation rule also requires that the large-$N$ covariance matrix be inverted. There are several methods that approach these issues. Methods such as the Shrinkage estimators (Ledoit and Wolf, 2003, 2004, 2012, 2015) and the POET estimator (Fan, Liao, and Mincheva, 2013) includes both factor structures and statistical targets to improve the covariance estimation. Alternatively, Goto and Xu (2015) and Cai et al. (2019) circumvent the covariance estimation and directly estimate the inverse. Directly
estimating the inverse covariance matrix, the precision matrix, is a big topic in statistics and in graphical modelling. Statistical methods of regularization have compelling statistical properties for prediction and should be well suited for portfolio allocation.\footnote{Shrinkage can also be implemented under a strictly economic rationale. Jaganathan and Ma (2003) show how short selling constraints imply certain type of shrinkage on the covariance matrix.} Often, the empirical constraints on many methods that target the inverse covariance matrix directly come from the number of assets, where many methods become too computationally costly.

The method we propose makes use of two assumptions. First, a parsimonious model of factors to describe stock returns. Second, accounting for those factors the inverse covariance matrix of returns is sparse. The second assumption implies that only a small number of off-diagonal elements in the conditional inverse covariance matrix are non-zero. The implications of this assumption can be clarified through a regression perspective. For every asset return, $y_i$, the row/column $i$ of the inverse covariance matrix is proportional to the negative regression parameters of $y_i = \sum_{j \neq i} y_j \gamma_j + \varepsilon_i$. Thus, the sparsity assumption implies these regressions, for all $i$, are parsimonious models. Importantly, the sparsity assumption is imposed on the partial correlations between assets not the pair-wise correlations, which is the case if the sparsity assumption is imposed on the covariance matrix. Equivalently, our sparsity assumption can be understood as a statement optimal hedging portfolios since the scaled negative regression coefficients correspond to optimal hedging weights (Stevens, 1998). \textit{E.g.} in a portfolio of $N$ assets, a long position in asset $i$ is optimally hedged by a short position proportional to $\gamma_j$ in asset $j$. To promote this sparsity in these hedging portfolios we add a few factors to the hedge regression.

This contribution of this paper is to target the inverse directly while also making use of factors in a manner that remains empirically viable when $N$ is very large. The graphical lasso is especially well suited for this task since the regularization can be optimized to ensure estimates that are symmetric and positive semi-definite without the need for \textit{post hoc} symmetrizing. It is also straightforward to calibrate the regularization to specifically minimize the portfolio volatility. Financially, the graphical lasso performs hedging portfolio selection where assets are selected to complement the factor structure. This role is analogous to how the POET and some Shrinkage estimators enable deviations from the strict factor representation. The difference is that we introduce these deviations in the inverse covariance
matrix. In addition we consider both the case where a parsimonious factor structure is known \textit{a priori}, as well as when the relevant factors are assumed to be contained in a potentially large set of candidates.

We evaluate the performance of the Factor-Graphical method using daily returns of the S&P500 companies between 2005 and 2017. We maintain a daily minimum-variance allocation based on estimates that are updated every 30 days. We find that our method reduces the out-of-sample volatility more than competing methods. Varying the estimation window and the number of assets we also find that these reductions are statistically significant across almost all settings. Our method many times produce portfolio volatilities that are around ten percent lower than the second best performing method. Combining performance measures into an accumulated investor utility we find that our method tend to be favored by investors with high risk aversion.

The rest of the paper is outlined as follows. Section 2 presents the relevant related literature. Section 3 introduces the financial framework and motivates our approach. Section 4 presents the graphical lasso along with a set of closely related estimators. In Section 5 we evaluate our method empirically on the S&P500. Last, Section 6 concludes our findings.

2 Literature review

The method we propose shares common ground with many previous avenues of research. Among the works closely related to ours is the \textit{Shrinkage} estimators of Ledoit and Wolf (2003, 2004, 2012, 2015, 2017). The central notion of these papers is to shrink the sample covariance matrix to a well-conditioned target. The early papers propose shrinking the sample covariance matrix towards an identity matrix or the covariance matrix implied by a financial factor structure. Shrinkage is there imposed by a convex combination of target matrix and the sample estimates. Ledoit and Wolf (2012) extends the approach to enable non-linear shrinkage. In this paper, non-linear transformations of the sample eigenvalues of the covariance matrix are shrunk towards the mean eigenvalue. The empirical virtue of this is to allow eigenvalues of different magnitudes to be measured with various levels of precision. This framework is further extended in Ledoit and Wolf (2015) to allow for the case where the dimensions of the covariance matrix exceeds the number of observations.
Ledoit and Wolf (2017) studies the performance of these methods particularly for portfolio optimization and how they may be specifically optimized for this task. In a comparison of methods they find that non-linearly shrinking the covariance matrix is consistently providing strong financial performance relative to other methods.

While the shrinkage methods are generally imposed without a specific model, the financial factor structure provide attractive alternatives that draw from the big literature on expected returns. These representations may be economic, or financial, models such as the CAPM (Sharpe, 1964), Fama-French models (Fama and French, 1993, 2015), or macro factors as in Chen et al. (1986). Alternatively, factors can stem from a statistical perspective such as those of Ross (1976), Chamberlain and Rothschild (1983), or Kelly et al. (2018). Fan et al. (2008) explore the asymptotic properties of covariance matrices based on factor models, when both the number of assets and the number of observed factors increase as a function of the sample size. Fan et al. (2013) further consider non-observed factors for the purpose of portfolio optimization. Their approach is to decompose the covariance matrix into two parts based on the leading eigenvalues of the covariance matrix. The covariance structure implied by the $k$ largest eigenvalues is unchanged while a soft thresholding rule is applied to elements of the remaining residual covariance matrix. They call this method ‘principal orthogonal complement thresholding’ abbreviated POET. The thresholding will set some elements of the residual covariance structure to zero. The gain of this selection process is to enable deviations from the strict factor structure imposed by the leading $k$ eigenvectors. Carefully estimating the number of eigenvalues to include, $k$, and calibrating the thresholding rule ultimately ensures that their estimate is invertible. Thus, this method is also well suited to handle high-dimensional portfolio allocation exercises.

All estimators mentioned provide estimates of the covariance matrix, which inverted provides a minimum variance allocation. Goto and Xu (2015) propose an alternative, which is to target the inverse covariance matrix directly. They achieve this by using the penalized likelihood estimator of Yuan and Lin (2007), optimized using the graphical lasso (Friedman et al., 2008). The graphical lasso regularizes the estimate of the inverse covariance matrix by shrinking all entries and setting small elements equal to zero; shrinkage to promote sparsity. It accomplishes this by regularizing the estimate of the off-diagonal element in the inverse under the absolute-value norm. This circumvents the need to invert the high-dimensional
covariance matrix. This procedure of selection in the inverse covariance matrix is a form of hedging portfolio selection. The sparse set of elements in each row/column is proportional to the optimal hedging portfolio weight of the corresponding asset (Stevens, 1998). With a factor structure in returns, however, the optimal hedging portfolio can be very large. Hence, the assumption of sparsity may be restrictive. Cai et al. (2019) explore a high-frequency approach to estimating the inverse directly. Similarly, they impose sparsity restrictions in the inverse of the covariance matrix but with extensions to accommodate factor structures. They make use of the CLIME estimator (Cai et al., 2011) to estimate the inverse. Fan, Liu, and Wang (2018) adds to the theoretical properties of this approach under a factor structure to find that it achieves consistent model selection under less restrictive assumption than the graphical lasso. However, the CLIME estimator does not impose symmetry directly in the regularization but instead symmetrize the final estimate. Further, it is also known to be very computationally costly (Avagyan et al., 2017).³ Also targeting the inverse directly, Kourtis et al. (2012) propose a method of performing shrinkage in the inverse by forming linear combinations of the sample covariance inverse and a positive definite target matrix. Their method can also be applied to high-dimensional portfolio allocation problems but that requires replacing the sample inverse covariance matrix with the Moore-Penrose inverse of the sample covariance matrix.

3 Financial framework for portfolio optimization

Starting from a linear model for returns we assume that factors are orthogonal to the idiosyncratic component, such that we can exploit the factor structure to decompose the covariance matrix of returns. Let $N$ returns be represented by a factor model of $K$ factors and uncorrelated idiosyncratic errors,

$$y = \alpha + BF + e, \quad (1)$$

where $F$ is a $K$-vector of factors and $y$ is a $N$-vector of financial returns, we assume that $K < N$. The asset exposures are $B$ a matrix of dimensions $N \times K$. Idiosyncratic errors have

³The authors find that even for dimensions lower than what we consider the CLIME estimator is more than 350 times slower than the GLasso. For the size of $N$ we consider in this paper the computational cost is beyond what is feasible.
mean zero and a covariance matrix $\Delta$, the factor covariance matrix is $\Psi$. Under a strict factor structure the idiosyncratic covariance matrix $\Delta$ and its inverse $\Delta^{-1}$ are both diagonal. We relax this assumption to allow for a sparse $\Delta^{-1}$ with some non-zero off-diagonal elements. Imposing the assumption on the inverse sets us apart from previous methods that assume that the idiosyncratic covariance matrix is sparse. Denoting covariances between factors and returns $\Xi$, we partition the joint covariance matrix of factors and returns $\Omega$,

$$
\Omega = \begin{pmatrix} \Psi & \Xi \\ \Xi' & \Sigma \end{pmatrix} = \begin{pmatrix} \Psi & B\Psi \\ \Psi B' & B\Psi B' + \Delta \end{pmatrix}.
$$

(2)

Assuming that factors are non-traded, the minimum variance allocation requires an estimate of the marginal inverse, $\Sigma^{-1}$, the inverse covariance matrix of returns,$^4$

$$
\Sigma^{-1} = (B\Psi B' + \Delta)^{-1} = \Delta^{-1} - \Delta^{-1}B(\Delta^{-1}B + \Psi^{-1})^{-1}B'\Delta^{-1}.
$$

(3)

The inverse covariance matrix of returns is the difference between the idiosyncratic inverse and the effect of the marginalization, summarized in the latter term. Importantly, (3) reveals that $\Sigma^{-1}$ is not sparse despite a sparse $\Delta^{-1}$. Assuming a statistically sparse $\Sigma^{-1}$ is therefore in conflict with the factor structure (1). Instead we approach factors and returns jointly. Inverting the covariance matrix of factors and returns reveals that the joint inverse is sparse as long $N$ grows faster than $K$, 

$$
\Omega^{-1} = \begin{pmatrix} \Psi^{-1} + B'\Delta^{-1}B & -B'\Delta^{-1} \\ -\Delta^{-1}B & \Delta^{-1} \end{pmatrix}.
$$

(4)

Hence, when the number of factors is small we find that $\Omega^{-1}$ is statistically sparse. The joint inverse contains all terms needed to estimate $\Sigma^{-1}$ using (3). Importantly, the partition reveals that the only high-dimensional estimation challenge is the idiosyncratic inverse. This matrix is conditionally sparse, which makes it well-suited for regularized estimation. Assuming a known parsimonious factor structure, the matrix $\Psi$ is low-dimensional and estimating $B$ only requires a low-dimensional regression for each individual asset. Thus, to

---

$^4$While the Fama-French factors are valid portfolios we do not consider them as viable investment options. If the factors correspond to viable investments there is no reason to omit them from the portfolio, in this case the minimum variance allocation instead requires an estimate of $\Omega^{-1}$. 

---
estimate a high-dimensional $\Sigma^{-1}$ it is only the estimate of $\Delta^{-1}$ that requires regularization. All other terms can be solved with standard statistical methods. We also consider a relaxation of this assumption on the factor structure.

Hence, we perform the estimation in two-stages. First, estimating $B$ and $\Psi$ for $K$ number of factors. Second, conditional on the factors we estimate the high-dimensional $\Delta^{-1}$ using regularized methods. Economically these stages represent a separation of factor exposures and hedging portfolio selection.

We consider two alternatives to approach the first stage of the estimation. A fixed small-$K$ set up where factors are imposed a priori. Here factor loading and the covariance matrix is estimated using the sample covariance matrix and the least squares estimator. For this set up we use the five Fama-French factors. As an alternative to this we consider the large-$K$ set up where we assume that a parsimonious set of relevant factors can be found among a large set of candidates. This framework introduces an additional dimensionality challenge. We approach this challenge under analogous sparsity restrictions as we impose on the hedging portfolios. To select the relevant factors we estimate the factor loading using a lasso estimator,

$$
\hat{B}_i = \arg\min \left( y_i - a_i - B_iF + \lambda_i B_i \right)
$$

(5)

We estimate the factor exposures for each asset independently. We estimate the inverted covariance matrix $\Psi$ for the active set of factors using the same regularized methods used to estimate $\Delta^{-1}$. Combining the estimates of our two stages using (3) provides an estimate of $\Sigma^{-1}$.

Our goal is a minimum variance portfolio for $N$ risky assets. The allocation is derived through the optimization,

$$
\min_w \ w'\Sigma w \quad \text{subject to} \quad \iota'w = 1,
$$

(6)

where $\Sigma$ denotes the $N \times N$ covariance matrix of returns, $\iota$ is a conforming vector of ones, and $w$ are portfolio weights. The asset allocation that solves this minimization is

$$
w = \frac{\Sigma^{-1}\iota}{\iota'\Sigma^{-1}\iota}.
$$

(7)
When \( N \) is large, the empirical challenge is estimating the covariance matrix (Kan and Zhou, 2007). The sample covariance matrix is insufficient due to estimation errors, which are further amplified through the matrix inversion. Our approach relies on financial factors and statistical regularization to reduce measurement error, while also circumventing the large-\( N \) matrix inversion.

4 Estimating the idiosyncratic inverse

The economic framework we have set up can be used to estimate a minimum variance portfolio but relies on the inverse of a large-\( N \) idiosyncratic matrix. We estimate this inverse directly, hence avoiding the explicit large-\( N \) inversion. To make this point explicit in our notation we refer to the idiosyncratic inverse as \( \Theta \). In this section we present one of the most popular methods for solving the optimization, the Glasso algorithm (Friedman et al., 2008). We also present an alternative method not based on the likelihood (8) but instead forming the estimate through \( N \) nodewise regressions. This is known as the neighborhood regularization method (Meinshausen and Bühlmann, 2006). This method does not impose properties such as symmetry or positive semi-definiteness on the estimate. However, the assumptions of the two alternatives differ.

4.1 Inverse estimation using Graphical lasso

We estimate the idiosyncratic inverse, conditional on the factors, of the assets from (4). To estimate the inverse we use the negative log-likelihood, augmented by a penalization on the sum of the absolute elements. The regularization is here imposed on the first norm of the off-diagonal elements. This estimator was proposed by Yuan and Lin (2007), let \( \Theta \succeq 0 \) denote the set of positive semidefinite matrices,

\[
\hat{\Theta} = \arg\min_{\Theta \succeq 0} \left( \text{tr}(\hat{S} \Theta) - \log(\det(\Theta)) + \Lambda ||\Theta||_1 \right),
\]

where \( \hat{S} = T^{-1}\hat{E}^\top \hat{E} \), the covariance matrix of the residuals from (1) conditional on a set of factors. The estimate \( \hat{\Theta} \) along with the asset exposures \( \hat{B} \) and \( \hat{\Psi}^{-1} \) gives us an estimate for the marginal inverse \( \hat{\Sigma}^{-1} \) through (3). The factor covariance matrix, \( \Psi \), is of low dimension and estimated by the sample covariance matrix does not cause any inversion problems.
We initialize the algorithm by setting the matrix $S$ equal to the sample covariance matrix of the residuals of the Fama-French factor model. Estimating $\Theta$ we supply a strictly positive penalization parameter grid, $\Lambda_n$.\footnote{We follow common practice and select the highest level of regularization equal to $\lambda_{\text{max}} = \max \left( \max (S - I), -\min (S - I) \right)$ and the smallest level $\lambda_{\text{min}} = 0.1\lambda_{\text{max}}$. The grid between these boundaries is composed of 50 values linearly decreasing in log scale.} Under each value of the penalization grid we estimate an inverse. To find the optimal level of penalization we rely on a 5-fold cross-validation scheme. Through cross-validation we are able to directly search for the estimate that provides the lowest portfolio risk. Hence, we implement the cross-validation to find the allocation that implies the lowest portfolio volatility across the 5-folds. Randomly assigning observations into one of the five folds such that the folds remain largely equal in size, the procedure uses four fold as the estimation window to estimate the inverse and evaluates the estimates against the observations in the omitted fifth fold. Within each estimation window we estimate the inverse over a grid of regularization. We choose the level of regularization, which produces the lowest average portfolio volatility across all five validation folds. Yuan and Lin (2007) first study the properties of the estimator when the number of variables is fixed and the sample size increases. Rothman et al. (2008) found that for repeatedly observed $i.i.d.$ multivariate normal variables the graphical lasso is consistent in the Frobenius norm under sparsity conditions and assuming that the minimum and maximum eigenvalues of the covariance matrix are bounded. They further show that the estimator is consistent at the rate $O_p(\sqrt{(N + s) \log(N)}/T)$, where $s$ denotes the number of non-zero elements of the inverse covariance matrix. Ravikumar et al. (2011) further find that these statistical properties hold for a large class of distributions beyond the multivariate Gaussian. They show that under irrepresentability conditions the estimator is consistent and they derive the decrease in the maximum norm of the element-wise error.\footnote{Similar, but not equivalent to irrepresentability conditions associated with the lasso.}\footnote{From a graphical perspective the condition is that non-edges in the graph may not be highly correlated with the true edge set. In the phrasing of our application, spurious hedging relations may not be highly correlated with relevant hedging relations.} Under the same assumptions they also prove model selection consistency, the estimator uncovers the true cross-variable relations with the correct sign. In all, for the context at hand these papers further underscore the importance of accounting for the mutual factor structure among returns.
With the estimator calibrated, either through cross-validation or the information criteria, we estimate $\hat{\Theta}$ over the whole estimation window. From a financial point of view this estimate describes the cross-asset hedging relations that complements the factor models. Using (3) we combine this estimate with the common factors to estimate the marginal inverse, $\hat{\Sigma}^{-1}$. Using this estimate we form a minimum variance allocation along the lines of (7). We will hence refer to the portfolio based on this allocation as the Factor-Graphical portfolio.

### 4.2 Inverse estimation using Neighborhood Selection

There are several approaches to graphical model selection. An alternative to the graphical lasso is neighborhood selection (Meinshausen and Bühlmann, 2006). These methods estimate the inverse covariance matrix through a large number of regression equations. Compared to the graphical lasso the neighborhood selection methods are computationally faster and offers some additional flexibility in how we regularize the estimate. Drawback are however that these methods do not guarantee that the estimate holds properties such as symmetry and positive semi-definiteness.

Caner et al. (2017) form minimum variance portfolios using an estimator that is related to the graphical lasso. Their method broadly known as a neighborhood selection algorithm and may be written as a special case of the graphical lasso. Neighborhood selection estimators rely on different statistical assumptions and it is not clear a priori which is more restrictive with respect to portfolio allocation.

Let $e_i$ denote a column of the residual covariance matrix $T^{-1}\hat{T}_{i}$. The neighborhood selection method is an estimator based on a set of $N$ node-wise regressions, $e_i = e_{-i}\hat{\phi}_{-i} + \varepsilon_i$, where $\hat{\phi}_{-i}$ is a parameter vector of $(N - 1)$ elements. Since the number of parameters to estimate far exceeds the historical return they implement a regularized estimator,

$$\hat{\phi}_{-i}^{(a)} = \text{argmin} \left( ||e_i - e_{-i}\hat{\phi}_{-i}|| + \lambda||\hat{\phi}_{-i}||_a \right)$$  \hspace{1cm} (9)

where $\hat{\phi}_{-i}^{(a)} = \{ \hat{\phi}_{i,p}; p = 1 \ldots N, p \neq i \}$. For our purposes we implement this approach under two alternative regularizations, (1) the least absolute shrinkage selection operator estimator (lasso) and (2) the ridge estimator. The ridge estimator regularizes the estimate
through shrinkage without promoting sparsity in the inverse while the lasso also promotes
sparsity. Setting the parameter $\alpha$ equal to one puts the penalization on the absolute pa-
rameter vector, this corresponds to a lasso estimator. Alternatively we put the penalization
onto the $\ell_2$ norm of the parameter vector, which provides the ridge estimator. This ap-
proach is a straightforward implementation of hedging portfolio estimation as discussed by
Stevens (1998). The lasso will promote portfolios of few assets while the ridge estimator
will attenuate the portfolio weights but keep hedging portfolios large.

Using either estimator we use the point estimates of (9) to construct the inverse covari-
ance matrix. The regression of the $i$:th asset return onto all other returns identifies the $i$:th row
of the inverse covariance matrix, $C$.

$$\hat{\Theta} = \begin{pmatrix}
\hat{\theta}_{1,1} & \hat{\theta}_{1,2} & \cdots & \hat{\theta}_{1,p} \\
\hat{\theta}_{2,1} & \hat{\theta}_{2,2} & \cdots & \hat{\theta}_{2,p} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{\theta}_{p,1} & \hat{\theta}_{p,2} & \cdots & \hat{\theta}_{p,p}
\end{pmatrix}$$  \hspace{1cm} (10)

Let $\hat{\epsilon}_i$ denote the residual of the $i$:th regression under the parameter vector $\hat{\phi}_{-i}^{(\alpha)}$. Using
these residuals we find the elements of the inverted covariance matrix as $\hat{\theta}_{i,i}^2 = \text{var}(\hat{\epsilon}_i)^{-1}$
and $\hat{\theta}_{i,j} = -\hat{\phi}_{i,j}^{(\alpha)}/\text{var}(\hat{\epsilon}_i)$. Here the non-zero entries of the $i$:th row are said to be in the
neighborhood of the $i$:th asset. By the sparsity imposed by the node-wise lasso estimates $\hat{\phi}_{-i}^{(\alpha)}$
we also impose sparsity on the estimated inverse. Sparsity is here defined on the cardinality
of the parameter vectors $S_j := \{j: \phi_{-i} \neq 0\}$. In this context implies that each return is
associated with a small neighborhood of assets, where small is defined in relation to the time
dimension $T$. We calibrate the regularization parameter through K-fold cross-validation.
Specifically we use a five fold cross-validation of the nodewise predictive performance to
calibrate the regularization.

Meinshausen and Bühlmann (2006) also provide the theoretical properties of this ap-
proach when applied to the lasso regularization. They find that under normally distributed
i.i.d. variables the nodewise lasso estimator is consistent for model selection under beta-min
and irrepresentability conditions (Zhao and Yu, 2006).\footnote{The beta-min condition implies that the linear relation between the weakest relevant predictor is bound from below.} The irrepresentability conditions
established by Zhao and Yu (2006) for the univariate regression setting restrict the covariation between relevant and irrelevant predictors. For the type of neighborhood selection we consider these conditions applies for all $N$ nodewise regressions. Hence, the restriction applies to $N$ covariance matrices of dimensions $(N-1) \times (N-1)$. Just like the Graphical estimator, Meinshausen and Bühlmann (2006) find that the initial Gaussian assumption does not appear to be crucial but can be replaced by more general conditions on the tail behavior of the variables. Wainwright (2009) for example finds that the lasso remains consistent, with some conditions on the sample growth rate, under sub-Gaussian error terms.

The neighborhood selection estimation approach, under all regularizations, suffer from drawbacks. None of these estimators impose expected properties such as symmetry and positive semi-definiteness on the estimate. To ensure that the resulting empirical concentration matrix is positive semidefinite we need to rely on eigenvalue cleaning procedures. Hautsch et al. (2012) propose a cleaning procedure based on separating the noise-driven eigenvalues from those arising due to signal in the financial markets. The latter eigenvalues remain unaffected while noise-driven values are adjusted away from zero. Let $v_i$ denote an eigenvalue and $V_i$ the corresponding eigenvector. We apply a procedure that adjusts all negative eigenvalues to equal to the smallest positive value,\footnote{Since there is no need to invert this matrix we do not need to worry about possible numerical issues associated with small eigenvalues.}

$$\hat{v}_i = \begin{cases} v_i & \text{if } v_i > 0 \\ \bar{v} & \text{otherwise} \end{cases}$$ \hspace{1cm} (11)

where $\bar{v} = \min \left( \left\{ v_i \mid v_i > 0 \right\} \right)$. Using the vector of cleaned eigenvalues, $\hat{v}$, along with corresponding eigenvectors we can project a semidefinite inverse, $\tilde{\Theta} = V \text{diag}(\hat{v}) V^{-1}$. Using this estimate we may again proceed with the portfolio allocation under the minimum variance allocation (7). In our empirical evaluation we refer to the portfolios allocated under these estimators as Nodewise $\ell_1$ and Nodewise $\ell_2$. 
5 Minimum variance allocation of the S&P500

In this section we evaluate the performance of the Factor-Graphical method of portfolio allocation using S&P500 companies. We first introduce our data and the financial performance measures we use to assess performance. The main results that follow compares our financial performance against the main alternative methods: Shrinkage (Ledoit and Wolf, 2004), Non-linear Shrinkage (Ledoit and Wolf, 2015), POET (Fan et al., 2013), Neighborhood selection and 1/N. Full details of how we implement the Shrinkage and POET approaches are presented in Appendix D. The 1/N rule allocates the total wealth equally over all assets. While seemingly naive this allocation rule has often proved difficult to outperform empirically (DeMiguel et al., 2007). Following our main performance comparison we analyze whether our performance stems disproportionately from the factors or the hedging portfolios by contrasting our performance against two restricted versions of the method. The first is a strict factor model. The second applies a graphical lasso directly to the returns without conditioning on factors.

5.1 Data and performance measures

Daily asset returns are collected from the CRSP database spanning the years 2010 until 2018. Since the companies comprising the S&P500 vary over time we include all companies that at some point were included during the period 2005-2017. This provides a set of almost 800 assets. From this set of assets we form 6 balanced panels of N assets. We consider the sample dimensions $N = \{50, 100, 150, 300, 400, 500\}$. For each given number of assets portfolios the estimates of $\hat{\Sigma}^{-1}$ are updated very 30 trading days. At the point of re-estimation the respective procedures are provided an estimation window of one among three sizes, $\tilde{t} = \{50, 150, 250\}$, of historical daily returns. The estimated allocation is maintained under daily re-balancing until the next re-estimation. For our basic Factor-Graphical specification we condition on the five Fama-French factors. For our large-$K$ specification we consider the 50 anomaly characteristics used by Kozak et al. (2019), which also includes the Fama-French factors. Total number of returns are denoted $T$. Basic descriptive statistics and individual asset performance measures are presented in Appendix C.
We compare the performance of all the estimation methods by the out-of-sample volatility, Sharpe ratio, turnover and investor utility under a quadratic utility function including transaction costs. With allocation updates every 30 days we get $M = (T - \bar{t})/30$ portfolio allocations, indexed $m = 1 \ldots M$, each used over it respective following 30 days. The portfolio weights $\hat{w}^P_m$ are estimated using observations preceding the month $m$. We compute the realized average daily return and portfolio volatility for each method $P$,

$$\hat{\mu}_P = (T - \bar{t})^{-1} \sum_{m=1}^{M} \sum_{d=1}^{30} \hat{w}^P_m r_{m,d},$$

$$\hat{\sigma}_P = \sqrt{(T - \bar{t} - 1)^{-1} \sum_{m=1}^{M} \sum_{d=1}^{30} \left(\hat{w}^P_m r_{m,d} - \hat{\mu}_P\right)^2},$$

where $\hat{w}^P_m$ are weights and $r_{m,d}$ is a vector of returns at day $d$. With the realized returns and the portfolio volatility we compute the Sharpe ratio $SR_P = \hat{\mu}_P / \hat{\sigma}_P$. Due to transaction costs on financial markets an important performance metric is how much trade is required to maintain a portfolio allocation. Let the turnover of forming the portfolio at day $d$ of month $m$ be denoted $\delta^P_{m,d}$. The average turnover is,

$$\hat{\delta}_P = (T - \bar{t})^{-1} \sum_{m=1}^{M} \sum_{d=1}^{30} \sum_{i=1}^{N} \left(\hat{w}^P_{i,m} - \hat{w}^*_{i,m} \frac{1 + r_{i,m,d+1}}{1 + \hat{w}^P_{m} r_{m,d+1}}\right),$$

The vector $r_{m,d+1}$ denotes the returns on $d+1$ of month $m$ and the weights $\hat{w}^*_{i,m}$ are defined,

$$\hat{w}^*_{i,m} = \begin{cases} w^P_{i,m-1}, & \text{if } d = 1 \\ \hat{w}^P_{i,m}, & \text{if } d > 1 \end{cases}$$

We present basic descriptive measures for portfolios, including weight dispersion, range and fraction of negative weights in Appendix E.

5.2 Factor-Graphical portfolio performance

This subsection presents our main results. The Factor-Graphical portfolio performance is compared to the principal methodologies of the literature. Additionally we consider the neighborhood selection estimators of the idiosyncratic inverse. We summarize the financial
performance of the respective portfolio allocation in Table 1. With daily portfolio returns we ultimately observe almost 1500 out-of-sample daily volatilities. Since this is a relatively large sample of observations we make use of the test derived in Ledoit and Wolf (2011), to test the null hypothesis that the volatilities of two return series are equal. The $p$-value of this test is computed under HAC standard errors.

We find that the Factor-Graphical method consistently produces very low portfolio volatility. Considering the cases where $N < \hat{t}$, the method produce annualized volatilities as low as 9.57 percent while competing methods never produce volatilities below 10 percent. Generally, the non-linear shrinkage method of Ledoit and Wolf (2015) is the most successful alternative. However, the volatility reductions produced by the Factor-Graphical method are statistically significant at 5 percent level for all cases except for the case where both $N$ and $\hat{t}$ both equal 50. Further, the two Nodewise estimators perform at a level comparable to the prominent covariance estimators of the literature when the estimation window grows or the portfolio sizes increase to 100 or 150 assets.

Turning to the case where $N > \hat{t}$ we find stark differences in performance between the methods. In these settings, the Factor-Graphical method significantly outperforms the alternatives at a 1 percent significance level for all cases except for when $N$ is 500 and $\hat{t}$ equals 50. The differences are particularly striking for the larger estimation windows. For example, with $N$ equal 500 and $\hat{t}$ is 250 the Factor-Graphical method gives a portfolio volatility of 8.16 percent, annualized, compared to the Non-linear shrinkage approach which gives 9.51 percent. We also find that the nodewise estimators provide compelling alternatives for these high-dimensional portfolios. However, surprisingly we do not find any big differences between the $\ell_1$ and $\ell_2$ regularization.

A somewhat surprising result is the portfolio volatility often increase slightly as we increase the estimation window from 150 to 250 observations. We speculate that the decrease in performance at larger sample windows is the result of a bias-variance trade-off. Parameter instability in the true covariance matrix along with time-varying factor exposures would render older historical returns less informative than recent. The optimal sample window size considers both the rate of decay in the informativeness and the rate of convergence in the estimator. This is a big empirical question, which is beyond the scope of this paper.

The portfolios allocated relying on the covariance estimates of the Linear shrinkage and
Table 1: Financial Performance 2010-03-31 until 2016-12-28.

<table>
<thead>
<tr>
<th></th>
<th>( i = 50 )</th>
<th>( i = 150 )</th>
<th>( i = 250 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\sigma} )</td>
<td>( \hat{\mu}/\hat{\sigma} )</td>
<td>( \hat{\delta} )</td>
</tr>
<tr>
<td>( N = 50 )</td>
<td>Factor-Graphical</td>
<td>12.49</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_1 )</td>
<td>13.48</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_2 )</td>
<td>13.56</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Shrinkage</td>
<td>13.24</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>NL-Shrinkage</td>
<td>12.77</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>POET</td>
<td>12.49</td>
<td>0.92</td>
</tr>
<tr>
<td>( N = 100 )</td>
<td>Factor-Graphical</td>
<td>11.82</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_1 )</td>
<td>12.66</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_2 )</td>
<td>12.59</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>Shrinkage</td>
<td>12.86</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>NL-Shrinkage</td>
<td>12.38</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>POET</td>
<td>13.32</td>
<td>0.71</td>
</tr>
<tr>
<td>( N = 150 )</td>
<td>Factor-Graphical</td>
<td>11.41</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_1 )</td>
<td>11.82</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_2 )</td>
<td>11.84</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>Shrinkage</td>
<td>12.45</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>NL-Shrinkage</td>
<td>12.10</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>POET</td>
<td>12.91</td>
<td>0.76</td>
</tr>
<tr>
<td>( N = 300 )</td>
<td>Factor-Graphical</td>
<td>10.92</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_1 )</td>
<td>11.25</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_2 )</td>
<td>11.23</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>Shrinkage</td>
<td>11.90</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td>NL-Shrinkage</td>
<td>11.70</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>POET</td>
<td>12.25</td>
<td>0.82</td>
</tr>
<tr>
<td>( N = 400 )</td>
<td>Factor-Graphical</td>
<td>10.72</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_1 )</td>
<td>11.17</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_2 )</td>
<td>11.15</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>Shrinkage</td>
<td>11.79</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>NL-Shrinkage</td>
<td>11.62</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>POET</td>
<td>12.06</td>
<td>0.81</td>
</tr>
<tr>
<td>( N = 500 )</td>
<td>Factor-Graphical</td>
<td>11.24</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_1 )</td>
<td>11.59</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>Nodewise ( \ell_2 )</td>
<td>11.59</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>Shrinkage</td>
<td>11.65</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>NL-Shrinkage</td>
<td>11.54</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td>POET</td>
<td>12.09</td>
<td>0.86</td>
</tr>
</tbody>
</table>

The table presents the out-of-sample performance for portfolios using one of five alternative estimation approaches. The parameters \( N, M \) and \( i \) refer to the number of assets, re-estimation frequency and the estimation window length, respectively. The volatilities \( \hat{\sigma} \), turnover \( \hat{\delta} \) and Sharpe ratios \( \hat{\mu}/\hat{\sigma} \) are all annualized through a \( \sqrt{252} \) or 252 scaling. The portfolio volatilities are scaled by 100, (*) and (**) indicate that the volatility is significantly lower than all competing methods at 0.05 and 0.01 percent significance levels, respectively.
POET methods, do not reduce the portfolio volatility to the same extent as the Factor-Graphical nor the Nodewise estimators does. We find that the portfolios based on the POET estimator produce volatilities varying between 11.90 and 13.14 percent. The reason for this comparably poor performance is not fully understood but can likely in part be attributed to the dual estimation challenge of having to estimate the leading eigenvalue as well as the variances of the residuals to those leading \( k \) factors. Of the covariance estimators the Non-linear shrinkage approach provides the lowest portfolio volatility in almost all cases.

As a secondary consideration to the portfolio volatility we compute the Sharpe ratios. For the Factor-Graphical method we find that the annualized Sharpe ratios vary between 0.86 and 2.04. Across the portfolio sizes we find little evidence of a single dominating method. However, generally the POET seems to provide lower Sharpe ratios than the alternatives. As we consider the especially high-dimensional cases of \( N = \{300, 400, 500\} \) we mostly find that one of the inverse covariance estimators provide the highest ratio. The Linear and Non-linear shrinkage methods appear largely comparable in terms of Sharpe ratios.

As a third performance measure we consider the portfolio turnover. What is striking is the often high-turnover associated with the Linear shrinkage approach. In some cases when the number of assets grow large the annualized daily turnover of this method is above 7 percent. The Factor-Graphical portfolios are generally among the more costly allocations to maintain, but they never exceed an annualized daily turnover of 4.26 percent. The Non-linear shrinkage approach also tend to be costly to maintain. For the longer estimation windows of 150 and 250 observations we find that the nodewise estimators tend to produce the most stable portfolios. Furthermore, the portfolios based on the POET estimator also incur relatively low trading costs. This, together with the relatively high volatility of these portfolio allocations, could indicate that this method tend to impose excessive sparsity.

In sum, we have found that the method we propose in this paper appears to have strong volatility reduction properties. The Factor-Graphical method reduces risk beyond alternative inverse estimations, nodewise ridge and lasso, as well as the main covariance estimators of the literature. Also the Nodewise estimators provide very competitive volatility reductions, which seems to imply that there are significant gains to be made from circumventing the large-\( N \) matrix inversion that occur in large minimum variance port-
Among the covariance estimators we find that the most competitive alternative is the Non-linear shrinkage approach. However, the volatility reductions associated with the Factor-Graphical method are statistically significant in all but a few cases. In Appendix F we bring all measures together into investor utility we find that the risk averse actors tend to prefer our Factor-Graphical, or the nodewise implementation of our method, despite the higher trading costs.

5.3 Decomposing the Factor-Graphical portfolio and the large-\(K\) challenge

The Factor-Graphical portfolio combines financial factor and sparse hedging portfolios to form the minimum variance allocation. In this section we explore how these two components emerge empirically and whether we can achieve a similar level of financial performance while restricting one of the two components. In addition we consider the large-\(K\) case of many candidate factors but no prior assumptions on which of them are relevant.

Our first evaluation is with respect to the implementation of the factors. Do the factors increase sparsity in the inverse, and how are the hedging relations developing over time. The factors must be sufficiently predictive of expected returns in order to induce sparsity in the inverse matrix. To give an indication of the factor potential, while avoiding the statistical issues of high-dimensionality, we randomly select 10 assets of the S&P500 observed over 24 months following a random date between January 1st 2010 and December 31st 2015. Estimating the idiosyncratic inverse under the Fama-French 5-factor model we find a clear attenuation of the off-diagonal elements.\(^{10}\) Repeating this random selection and estimation \(L\) times provides two smooth densities for the estimates absolute off-diagonal elements.

Figure 1 displays the densities of the absolute off-diagonal elements of the two inverses. The factors induce a shift in the distribution of hedging relations, hence aiding our sparsity assumption.

The second question we address is how the level of sparsity varies over time. We estimate the inverse covariance matrix monthly with the graphical lasso. Each of the estimates provides hedging portfolios for every asset. Allowing three estimation windows of 50, 150 and 250

\(^{10}\) The estimate of the inverse is based on the sample covariance matrix which works well for this purpose since the number of asset is very small.
Empirical density of absolute off-diagonal elements from low-dimensional estimates of $\Theta$ and $\Sigma^{-1}$. Off-diagonal elements of idiosyncratic inverse $\tilde{\Theta}$ (dotted) and off-diagonal elements of $\tilde{\Sigma}^{-1}$ (solid). The two inverse covariance matrices are estimated based on historical financial returns. One thousand times, ten assets are randomly selected from the S&P500 and observed during 24 months period with a random start date between 2010-01-01 until 2015-12-31.

Observations we find that the estimator tends to omit between 85 and 100 percent of the possible hedging coefficients. In the larger sample of 250 historical returns we find the most stable level of sparsity with between 5 and 10 percent of the available hedging relations used. Figure 2 displays the fraction of hedging coefficients that are set equal to zero by the graphical lasso.

If the fraction is consistently equal to one the estimator is simply reduced to a strict factor structure. However, with the largest estimation window there is only one instance in which the estimator omit all possible hedging relations. Under smaller estimation windows this is a much more frequent event, but the sparsity generally varies within the range of 85 to 100 percent. In all this implies that a strict factor structure may be too simple.

In the same way we follow the fraction of hedging relations in the whole portfolio, we also track the distribution of hedges per asset. Figure 3 display the median along with the 10th and 90th percentile of hedging relations per asset. The median number hedges per asset varies largely between 65 and 0, when the estimation window consists of 250 observations. During the last months of 2015 zero hedging relations are included; all off-diagonal elements in the idiosyncratic inverse were set to zero.
Figure 2: Realized hedging portfolio sparsity over time.

Fraction of hedging coefficients omitted by the graphical model selection under 3 sample windows, $\tilde{t} = \{50, 150, 250\}$. The total number of potential hedging relations is $N(N - 1)/2$. The graphical lasso performs model selection to set the irrelevant relations equal to zero.

Figure 3: Distribution of non-zero hedging relations per asset over time.

Number of hedging relations per asset. Based on estimate using window $\tilde{t} = 250$. The solid line denotes the median number of hedging relations selected by the graphical model selection procedure. The shaded area displays the range between the 10th and 90th percentile of the number of hedging relations selected for an asset.
The shaded area of Figure 3 denotes the interval between, and including, the 10th and 90th percentile. From this plot we find that the number of assets in the hedging portfolios largely varies between 80 and 25. Apart from the anomaly of the last months of 2015 it appears that the estimated optimal number of assets necessary to hedge the residual risk is largely stable.

Next we evaluate whether variations of the Factor-Graphical allocation can achieve similar performance. We consider three alternatives to the basic approach. We evaluate whether performance stems from the combination of factors and the sparse hedging. For this we introduce two restricted alternatives to our method. First, a strict factor portfolio, where the estimate is based on a linear combination of the factor covariance matrix, scaled by the asset factor loadings, and a diagonal residual covariance matrix. Second, a sparse hedging portfolio, which is based on a graphical lasso estimate but does not partition or make use of any financial factor structure. This portfolio is allocated using the graphical lasso to directly estimate the inverse covariance matrix of financial returns; the marginal inverse covariance matrix. We refer to the first portfolio as the Factor and the second as the Graphical allocation. We also evaluate whether the performance stems from mainly from the statistical regularization or circumventing the high-dimensional matrix inversion. For this we expand the set of factors $K$ to include 50 candidates. This Large-$K$ Factor-Graphical approach still relies on regularization but now involves the inversion of high-dimensional matrix. Lastly, we include an allocation of equal weights, $1/N$, to evaluate the gains made by any Factor-Graphical variation compared to a ‘naive’ allocation rule.

The outcome of this comparison is summarized in Table 2. The comprehensive Factor-Graphical method achieves the lowest portfolio volatility and outperforms the restricted versions. For all allocations of 300, 400 and 500 assets we find that the volatility reductions are statistically significant at the 1 percent significance level across all alternative specifications. It also consistently produces higher Sharpe ratios. However, both the Factor and Factor-Graphical allocations tend to produce higher turnover than the other estimation methods.

Comparing the two reduced forms we find that the strict Factor structure produce lower volatility compared to the Graphical allocations when the estimation window remains small. This turn in favor of the Graphical approach when the window is increased. The
only exception to this is when the portfolio is restricted to only 50 assets. While both of these methods reduce volatility and increase Sharpe ratios to a greater extent than the 1/N allocation rule, neither improve performance to the same extent as the methods that combines factors and regularized hedging.

Table 2: Financial Performance 2010-03-31 until 2016-12-28.

<table>
<thead>
<tr>
<th>N</th>
<th>M = 30</th>
<th>( \hat{\sigma} )</th>
<th>( \frac{\hat{\mu}}{\hat{\sigma}} )</th>
<th>( \hat{\delta} )</th>
<th>( \hat{\sigma} )</th>
<th>( \frac{\hat{\mu}}{\hat{\sigma}} )</th>
<th>( \hat{\delta} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>Factor-Graphical</td>
<td>12.49</td>
<td>0.93</td>
<td>1.87</td>
<td>10.89</td>
<td>1.36</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>Large-K Factor-Graphical</td>
<td>12.75</td>
<td>0.62</td>
<td>1.53</td>
<td>10.98</td>
<td>1.05</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>Factor</td>
<td>12.67</td>
<td>0.88</td>
<td>1.97</td>
<td>11.43</td>
<td>1.27</td>
<td>1.97</td>
</tr>
<tr>
<td></td>
<td>Graphical</td>
<td>13.06</td>
<td>1.03</td>
<td>0.79</td>
<td>11.84</td>
<td>1.22</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>1/N</td>
<td>16.67</td>
<td>0.94</td>
<td>0.86</td>
<td>16.09</td>
<td>1.01</td>
<td>0.85</td>
</tr>
<tr>
<td>100</td>
<td>Factor-Graphical</td>
<td>11.82</td>
<td>0.86</td>
<td>2.31</td>
<td>9.97*</td>
<td>1.46</td>
<td>2.41</td>
</tr>
<tr>
<td></td>
<td>Large-K Factor-Graphical</td>
<td>12.00</td>
<td>0.40</td>
<td>1.76</td>
<td>10.17</td>
<td>0.83</td>
<td>2.26</td>
</tr>
<tr>
<td></td>
<td>Factor</td>
<td>12.40</td>
<td>0.74</td>
<td>2.20</td>
<td>11.57</td>
<td>1.24</td>
<td>2.37</td>
</tr>
<tr>
<td></td>
<td>Graphical</td>
<td>12.47</td>
<td>0.93</td>
<td>0.89</td>
<td>10.99</td>
<td>1.23</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>1/N</td>
<td>15.40</td>
<td>0.94</td>
<td>0.84</td>
<td>14.84</td>
<td>1.03</td>
<td>0.83</td>
</tr>
<tr>
<td>150</td>
<td>Factor-Graphical</td>
<td>11.41**</td>
<td>0.96</td>
<td>2.78</td>
<td>9.57</td>
<td>1.74</td>
<td>2.97</td>
</tr>
<tr>
<td></td>
<td>Large-K Factor-Graphical</td>
<td>11.83</td>
<td>0.44</td>
<td>1.91</td>
<td>9.62</td>
<td>1.20</td>
<td>2.70</td>
</tr>
<tr>
<td></td>
<td>Factor</td>
<td>12.19</td>
<td>0.92</td>
<td>2.41</td>
<td>11.56</td>
<td>1.54</td>
<td>2.76</td>
</tr>
<tr>
<td></td>
<td>Graphical</td>
<td>12.57</td>
<td>0.96</td>
<td>0.96</td>
<td>11.02</td>
<td>1.26</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>1/N</td>
<td>16.55</td>
<td>0.86</td>
<td>0.89</td>
<td>15.93</td>
<td>0.94</td>
<td>0.89</td>
</tr>
<tr>
<td>300</td>
<td>Factor-Graphical</td>
<td>10.92**</td>
<td>1.24</td>
<td>3.21</td>
<td>8.78**</td>
<td>1.94</td>
<td>3.65</td>
</tr>
<tr>
<td></td>
<td>Large-K Factor-Graphical</td>
<td>11.53</td>
<td>0.45</td>
<td>2.11</td>
<td>9.03</td>
<td>1.13</td>
<td>3.14</td>
</tr>
<tr>
<td></td>
<td>Factor</td>
<td>11.71</td>
<td>1.05</td>
<td>2.62</td>
<td>10.96</td>
<td>1.68</td>
<td>3.26</td>
</tr>
<tr>
<td></td>
<td>Graphical</td>
<td>12.61</td>
<td>1.05</td>
<td>1.23</td>
<td>10.69</td>
<td>1.28</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>1/N</td>
<td>17.44</td>
<td>0.85</td>
<td>0.93</td>
<td>16.75</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>400</td>
<td>Factor-Graphical</td>
<td>10.72**</td>
<td>1.21</td>
<td>3.24</td>
<td>8.41**</td>
<td>1.94</td>
<td>3.86</td>
</tr>
<tr>
<td></td>
<td>Large-K Factor-Graphical</td>
<td>11.52</td>
<td>0.52</td>
<td>2.16</td>
<td>8.83</td>
<td>1.16</td>
<td>3.19</td>
</tr>
<tr>
<td></td>
<td>Factor</td>
<td>11.59</td>
<td>1.07</td>
<td>2.64</td>
<td>10.64</td>
<td>1.67</td>
<td>3.34</td>
</tr>
<tr>
<td></td>
<td>Graphical</td>
<td>12.73</td>
<td>1.04</td>
<td>1.34</td>
<td>10.71</td>
<td>1.32</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>1/N</td>
<td>17.68</td>
<td>0.84</td>
<td>0.97</td>
<td>16.97</td>
<td>0.92</td>
<td>0.96</td>
</tr>
<tr>
<td>500</td>
<td>Factor-Graphical</td>
<td>11.24**</td>
<td>1.15</td>
<td>3.32</td>
<td>8.10**</td>
<td>2.04</td>
<td>3.99</td>
</tr>
<tr>
<td></td>
<td>Large-K Factor-Graphical</td>
<td>11.79</td>
<td>0.56</td>
<td>2.19</td>
<td>8.53</td>
<td>1.29</td>
<td>3.24</td>
</tr>
<tr>
<td></td>
<td>Factor</td>
<td>11.92</td>
<td>1.07</td>
<td>2.66</td>
<td>10.26</td>
<td>1.78</td>
<td>3.41</td>
</tr>
<tr>
<td></td>
<td>Graphical</td>
<td>12.89</td>
<td>1.03</td>
<td>1.39</td>
<td>10.73</td>
<td>1.41</td>
<td>1.48</td>
</tr>
<tr>
<td></td>
<td>1/N</td>
<td>17.88</td>
<td>0.85</td>
<td>0.98</td>
<td>17.17</td>
<td>0.94</td>
<td>0.97</td>
</tr>
</tbody>
</table>

The table presents the out-of-sample performance for portfolios using one of five alternative estimation approaches. The parameters \( N \), \( M \), and \( t \) refer to the number of assets, re-estimation frequency and the estimation window length, respectively. The volatilities \( \hat{\sigma} \), turnover \( \hat{\delta} \) and Sharpe ratios \( \frac{\hat{\mu}}{\hat{\sigma}} \) are all annualized through a \( \sqrt{252} \) or 252 scaling. The portfolio volatilities are scaled by 100. (*) and (**) indicate that the volatility is significantly lower than all competing methods at 0.05 and 0.01 percent significance levels, respectively.

We find that the Large-K setting does not produce the same level of volatility reduction as the basic Factor-Graphical method. This could be due to the additional estimation
uncertainty or the need to perform a $K$ dimensional matrix inversion when forming the allocation. The differences are not statistically significant in all small-$N$ allocations, but across all large-$N$ portfolios we find significant differences. Also, Sharpe ratios tend to be lower under this allocation method, but turnover also remains lower.

The last of our main results concern a recurring question for statistically driven methods of portfolio allocation; does the method outperform an equal $1/N$ allocation across the assets. This is an especially relevant consideration as the number of assets grows large. The performance measures in Table 2 makes clear that there are significant gains in variance reduction and Sharpe performance to be gained from a more involved estimation scheme. The volatility of our Factor-Graphical allocation is only 35 percent of the volatility achieved by the $1/N$ benchmark. As for the Sharpe ratio, our method more than doubles the performance of the $1/N$ portfolio. The caveat is predictably in the occurred transaction costs. The Factor-Graphical portfolios have higher turnover and are therefore more costly to maintain.

In all it appears that the performance of the Factor-Graphical approach stems from the combination of the data-driven hedging portfolio selection together with the financial factors. Neither of the reduced form approaches provide the same level of volatility reduction. Expanding the set of factors beyond the five Fama-French factors does not provide improvements to volatility reductions, but still remains comparable when the estimation window and portfolio dimensions remain low.

6 Conclusions

In this paper we make use of statistical regularization to improve the performance of minimum variance portfolio allocation. With these methods we are able to circumvent the explicit high-dimensional matrix inversions while also reducing the impact of the noisy returns. The method we propose targets the inverse covariance matrix directly but relies on sparsity assumptions. We motivate these assumptions through a common financial factor structure. This structures partitions the minimum variance allocations into parsimonious factor exposures and sparse hedging portfolios. This is an appealing framework since it places the assumption of sparsity onto the partial correlations of residuals to the factor model.
The method we propose adds to the large literature of methods that attempt to tackle the high-dimensional portfolio allocation, among them Ledoit and Wolf (2004), Fan et al. (2008), Fan et al. (2013) Fan et al. (2015), Goto and Xu (2015), Ledoit and Wolf (2015) and Cai et al. (2019). The crucial method we make use of is the graphical lasso of Yuan and Lin (2007) and algorithm from Friedman et al. (2008). The advantage of this approach is that it circumvents the issues associated with high-dimensional matrix inversion while remaining computationally feasible. In addition to the large-\(N\) framework we also consider the large-\(K\), which is the large potential set of candidate factors that are available.

We evaluate the method on a data set consisting of companies that at some point since 2005 were part of the S&P500 index. Observing these assets on a daily frequency over seven years following 2010 we optimize the portfolio either every 30 days. The portfolio allocation we explore is a minimum variance strategy over three estimation windows, 50, 150 or 250 days. We compare the performance of our Factor-Graphical method against the prominent alternatives in the literature and find statistically significant volatility reductions across most portfolio dimensions. In addition we find that the gains we make are due to the combination of financial factors and data-driven model selection, with neither tool separately able to create the same level of volatility reduction. Furthermore, we find that performing model selection among within a large set of factor candidates does not tend to further improve performance beyond what is achieved by the five Fama-French factors. This finding further emphasizes the importance of circumventing the explicit large matrix inversions when forming minimum variance portfolios.
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A The graphical lasso

For the purposes of financial portfolio allocation for large $N$ we propose solving the likelihood optimization of (8) by using the Glasso algorithm of Friedman et al. (2008). To introduce their algorithm define a partition of the inverted target covariance matrix, in this case $\Theta$, and for later notational convenience the inverse $C = \Theta^{-1}$,

$$
\Theta = \begin{pmatrix} \Theta_{11} & \theta_{12} \\ \theta_{21} & \theta_{22} \end{pmatrix}, \quad C = \begin{pmatrix} C_{11} & c_{12} \\ c_{21} & c_{22} \end{pmatrix},
$$

(16)

where $\Theta_{11}$ has dimensions $(N-1) \times (N-1)$, $\theta_{12}$ and $\theta_{21}$ are both of $(N-1) \times 1$ and $\theta_{22}$ is scalar. Analogously define the same partition of the covariance matrix and the elements-wise sign matrix, $\Gamma = \text{sign}(\Theta)$,

$$
S = \begin{pmatrix} S_{11} & s_{12} \\ s_{21} & s_{22} \end{pmatrix}, \quad \Gamma = \begin{pmatrix} \Gamma_{11} & \gamma_{12} \\ \gamma_{21} & \gamma_{22} \end{pmatrix}.
$$

(17)

The algorithm uses these matrix partitions to optimize penalized log-likelihood (8), $Q = -\log(\det(\Theta)) + \text{tr}(S\Theta) + \Lambda ||\Theta||_1$. Friedman et al. (2008) start by considering the first order conditions,

$$
-\Theta^{-1} + S + \Lambda \Gamma = 0.
$$

(18)

In order to separate these conditions along the lines of the partitions of (17) it is convenient to express the partition of $C$ as a function of the elements of $\Theta$. Hence write this partition as,

$$
C = \begin{pmatrix} (\Theta_{11} - \theta_{12} \theta_{22}^{-1} \theta_{21})^{-1} & -C_{11} \theta_{12} \theta_{22}^{-1} \\ -C_{11} \theta_{12} \theta_{22}^{-1} \theta_{21}^{-1} & (\theta_{22} - \theta_{21} \Theta_{11}^{-1} \theta_{12})^{-1} \end{pmatrix}.
$$

(19)

As we separate the normal equations (18) into their respective blocks we immediately write the condition on the $N$:th row/column under the partition (19),

$$
C_{11} \theta_{12} \theta_{22}^{-1} + s_{12} + \lambda \gamma_{12} = 0.
$$

(20)

Here it is convenient to define $\beta = \theta_{12} \theta_{22}^{-1}$. With the normal equations rewritten in this manner Friedman et al. (2008) point out that these conditions are the optimality conditions
of the minimization problem,

\[
\hat{\beta} = \arg\min_{\beta} \left( \frac{1}{2} \beta' C_{11} \beta + \beta' s_{12} + \lambda |\beta| \right)
\]  

(21)

Initializing the algorithm under some initial \( C \) they solve this optimization for an estimate \( \hat{\beta} \) and update \( c_{12} \) using the partition in (19). Iteratively changing the target column the algorithm updates the estimate column-by-column until the adjustments fall below a given threshold. Upon convergence they ultimately update the estimate of the inverse, \( \hat{\theta}_{22} = (c_{22} - c_{12}^t \hat{\beta})^{-1} \) and \( \hat{\theta}_{12} = -\beta \hat{\theta}_{11} \). There are some known drawbacks to this algorithm.

Algorithm 1 The Glasso algorithm (Friedman et al., 2008)

1: Initialize:
   
   \[ C = S + \lambda I \]

2: Perform following steps until convergence:
   
   3: Rearrange columns/rows such that the target is last.
   4: Compute and save solution to (21), update row/column \( c_{12} = -C_{11} \hat{\beta} \)

5: For every column/row update diagonal elements \( \theta_{22} \) and recover \( \theta_{12} \) from \( \hat{\beta} \),

\[
\hat{\theta}_{22} = (c_{22} - c_{12}^t \hat{\beta})^{-1}
\]

\[
\hat{\theta}_{12} = -\hat{\beta} \hat{\theta}_{22}
\]

Mazumder and Hastie (2012) show that unless the algorithm converges there is no guarantee that the estimate of \( \Theta \) will be positive semi-definite. This approach is ill-suited to situations where we seek a computationally fast approximation of a high-dimensional inverse. This is the case where the dimensions of the data are so immense that there is no practical way of reaching convergence. It is from this observation they develop an algorithm that constructs a positive semi-definite inverse at every iteration. However, for our purposes the computational cost is not high enough to warrant an implementation of their algorithm. Therefore, we will continue under the framework outlined above.

B  Illustrating the Factor-Graphical approach by simulation

To illustrate the difference between estimating the inverse of the marginal covariance matrix and the inverse of the idiosyncratic inverse we set up a simple simulation study. We use
Equation (1) to represent the returns of a set of $N$ assets.

$$y = Bf + e, \quad f \sim N(0, \Psi), \quad E \sim N(0, \Delta), \quad B \sim U_{(1,2)},$$  \hspace{1cm} (22)$$

where $y$ denotes a $N$-vector of returns, and $f$ is a $K$-vector of factors. The loading matrix, $B$, is $N \times K$. The covariance matrix of returns is $\Sigma = B\Psi B' + \Delta$, with elements $\sigma_{ij}$. For our purposes we set the number of factors to $K = 20$. The factor covariance matrix $\Psi$ is a diagonal matrix with variances drawn from a uniform probability distribution from 1 to 4.5, $\text{diag}(\Psi) \sim U(1,4.5)$. We select these values based on the standard deviations of the five, daily, Fama and French factors observed from 2005 until 2015. We take the asset specific sensitivities, $B$, from a uniform distribution from 0 to 2. At last, we calibrate the covariance matrix of the error terms $\Delta$. We consider a diagonal matrix where the univariate fit of the factor model provides an $R^2$ equal to 0.5, hence the error variances are $\delta^2_{ii} = (\sigma^2_{ii} - 0.5\sigma^2_{ii})/0.5$. We draw $T = 200$ observations from this framework.

We deviate from the strict factor structure and introduce misspecification through the error covariance matrix. We let the residual correlation matrix follow symmetric Toeplitz structure. The pairwise correlation coefficients decay linearly in the log-scale to $10^{-8}$. Hence, the correlation coefficients are all in the sequence $\rho_p = \exp \left( n(1) - \frac{(p-1)}{(N-1)} \ln \left( \frac{1}{0.9} \right) \right)$ where $p = 1 \ldots N$.

$$\begin{pmatrix}
1 & \rho_2 & \rho_3 & \rho_4 & \ldots & \rho_n \\
\rho_2 & 1 & \rho_3 & \rho_4 & \ldots & \rho_{n-1} \\
\rho_3 & \rho_2 & 1 & \rho_3 & \ldots & \vdots \\
\rho_4 & \rho_3 & \rho_2 & 1 & \ldots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
\rho_n & \rho_{n-1} & \ldots & \ldots & 1
\end{pmatrix}$$ \hspace{1cm} (23)$$

This correlation structure implies that the inverse covariance matrix is tridiagonal, which means that the fraction of off-diagonal elements that are non-zero tends to zero as $N$ tend to infinity.

The important property is that the conditional correlation between assets is not all non-zero. Without that structure featuring sparse hedging portfolios is redundant beyond the common factors. Consider misspecification in the factor model. We refer to a well-specified
model as a model that includes 19 out of 20 relevant factors. The severely misspecified model instead omits 19 relevant factors.

The idiosyncratic and marginal inverses are estimated using the graphical lasso,

$$\arg\min_{\Theta \geq 0} f(\Theta) = -\log(\det(\Theta)) + \text{tr}(\hat{S}\Theta) + \Lambda||\Theta||_1,$$

(24)

where $\hat{S} = T^{-1}\hat{E}^T\hat{E}$, the covariance matrix of the residuals from (1) conditional on a set of factors. Both estimates require regularization parameters $\Lambda$. To reduce the computational cost of the simulations we calibrate the regularization using the extended Bayesian Information Criteria (eBIC) (Foygel and Drton, 2010). Denoting the number of non-zero entries in the matrix as $E$ and $\psi \in [0, 1]$ the information criteria is defined as,

$$eBIC_\psi = -2l_T(\Theta) + E\log(T) + 4\psi\log(N)E,$$

(25)

where inverse is denoted $\Theta$ and the sample covariance matrix $S$. The log likelihood of the inverse is $l_T(\Theta) = \frac{1}{2}\left(\log(\det(\Theta)) - \text{tr}(\Theta S)\right)$.

We simulate a set of $N = 100$ assets under a factor model of $K = 20$ observed factors over $T = 200$ observations. The decaying correlation pattern generates a inverse covariance matrix that conditionally on the factors is sparse. Factors are drawn from independent normal distributions with the respective loadings uniformly distributed. We calibrate the error variance such that the univariate fit of the factors is equal to 50 percent. Thus, the simulation setup is not a strict factor structure but there are strong commonalities in the covariation of the series.

Using this setup it is possible to estimate the marginal inverse either directly or through the idiosyncratic inverse and (3), which is the Factor-Graphical method. Estimating the marginal inverse using both approaches we plot the distribution of off-diagonal elements and compute the accuracy of the respective estimates using the Frobenius norm. Figure 4 display the respective distributions of absolute off-diagonal elements.

The distributions are computed over $L = 1000$ simulations. The frequencies are scaled such that the counts correspond to the frequencies per simulation and the off-diagonal ele-

---

11In our empirical application we make the dimensionality issues even more severe by allowing $N$ to far exceed $T$. 
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Figure 4: Off-diagonal elements of estimates $\hat{\Sigma}^{-1}$

Distribution of absolute off-diagonal elements. Frequencies are averaged over $L = 1000$ simulations. Factor-Graphical (solid) and the direct marginal inverse estimate (dashed) is plotted along the actual simulated distribution (dotted). Both estimates employ regularization that promotes sparsity. Off-diagonal elements are multiplied by 1000. The simulations are performed using a fixed design.

ments are multiplied by 1000. The distribution of the off-diagonal elements in the estimate based on the idiosyncratic inverse is denoted by the solid line. This distribution follows the pattern of the actual simulated distribution pretty closely. The estimator that targets $\Sigma^{-1}$ directly fares much worse. The two-dashed line denotes the off-diagonal elements of this estimator and fails to replicate the distribution of the actual data. Since this estimator regularizes $\Sigma^{-1}$ using a penalization that promotes sparsity we find that the distribution of elements deviates much from the factor structure. The sparsity of the estimate is far too extreme compared to the actual distribution of off-diagonal elements. Figure 4 provides a view of the bias of the respective methods. Next we turn to the uncertainty in the estimate as measured by the standard errors. Figure 5 shows the distribution of the Frobenius distance between the estimated inverse and the actual inverse covariance matrix over the simulations.

The estimate based on the idiosyncratic inverse and the factors provides a more precise estimate of the actual inverse. It appears that the factors creates an inverse that the estimate of the direct marginal inverse cannot recover. Specifically, the common factor structure works against the sparsity assumption of the regularized estimators. The idiosyncratic
Figure 5: Fit of the estimate $\hat{\Sigma}^{-1}$ to actual $\Sigma^{-1}$

Frobenius norm of difference between the simulated marginal inverse($\Sigma^{-1}$) and estimates ($\hat{\Sigma}^{-1}$). Distribution of norm over $L = 1000$ simulations using the Factor-Graphical(solid) estimate and using the direct marginal inverse estimate(dashed). Both estimates employ regularization that promotes sparsity.

inverse, however, is sparse. Therefore we find that the accuracy of the Factor-Graphical approach is always more accurate than directly estimating the marginal inverse in all of the $L$ simulations.

In reality the factor model is unknown and to some degree misspecified, which is partly reflected in our simulation set up.\textsuperscript{12} Clearly, if all factors of a model are redundant the Factor-Graphical approach is reduced to the method of targeting $\Sigma^{-1}$ directly. However, under non-redundant factor structures the partition improves the risk reduction, increasingly so when factors fit the returns more closely.

\section*{B.1 Regularization: Shrinkage or Sparsity}

While the idiosyncratic inverse appears to be a good target for regularized estimation it is not obvious which for of regularization is optimal. One type of regularization is through the form of Shrinkage, where estimates are attenuated. However, in addition to attenuation we can regularize to set estimates exactly equal to zero, in other words regularization to

\textsuperscript{12}The issue of factor model misspecification is interesting with respect to what type of regularization is optimal. A full treatment of that issue is beyond the scope of this paper but Appendix B.1 provides a motivation for the choice we pursue here.
promote sparsity. It is not obvious which form of regularization is best suited to estimate the idiosyncratic inverse when the factor model omits relevant factors. To illustrate the issue consider the same simulation setup as before with 100 series each of 200 observations. The idiosyncratic inverse is approximated using two estimators, the first estimator induce shrinkage and sparsity, $\ell_1$ regularization, while the second estimator only induce shrinkage, $\ell_2$ regularization. To simplify the implementation we estimate the inverses using the neighbourhood selection approach of $N$ nodewise regularized regressions. We consider two cases, the first case is that of a mildly misspecified model and the second case is a model which is severely misspecified. The well-specified model omits 1 of the 20 relevant factors. This model is still misspecified but includes most relevant factors. The severely misspecified model omits 19 of the factors. Repeating the simulation $L$ times we compute the Frobenius norm of the difference between the estimated idiosyncratic inverse and the actual inverse. Figure 6 displays the norms of the two estimators, $\ell_1$ and $\ell_2$, using the factor model that omits one of the relevant factors. The level of regularization in the respective estimates is calibrated using 5-fold cross-validation.

**Figure 6: Mild misspecification; Fit of the estimates $\hat{\Theta}$ to $\Delta^{-1}$**

![Image](image_url)

Frobenius norm of difference between the simulated idiosyncratic inverse($\Delta^{-1}$) and two estimates ($\hat{\Theta}$). The estimate is either regularized with a $\ell_1$ or $\ell_2$ penalty. The solid line denotes the norm achieved using the $\ell_2$ regularization. The two-dashed line denotes $\ell_1$ regularization. Based on $L = 1000$ simulations using a fixed design.

The dashed line denotes the density of the sparse estimate while the dotted represents
the shrinkage estimator. The regularization that promotes sparsity in the estimate of the idiosyncratic inverse also achieves a better fit to the actual inverse. In relation to the $\ell_2$ regularization the Frobenius norm is reduced by more than half. The second case, where the factor model omits 19 out of 20 factors is displayed in Figure 8.

**Figure 7:** Severe misspecification; Fit of the estimates $\hat{\Theta}$ to $\Delta^{-1}$

![Graph](image)

**Figure 8:** Severely misspecified factor model, nineteen omitted factors

Frobenius norm of difference between the simulated idiosyncratic inverse and two estimates ($\Theta$). The estimate is either regularized with a $\ell_1$ or $\ell_2$ penalty on the off-diagonal elements. The solid line denotes the norm achieved using the $\ell_2$ regularization. The two-dashed line denotes $\ell_1$ regularization. Based on $L = 1000$ simulations using a fixed design.

We find that the accuracy of the $\ell_1$ regularization strictly dominates the estimator using the $\ell_2$ penalization. The relative gain under the severely misspecified model compared to the first case is, however, smaller. In all it appears that imposing sparsity in the estimate in addition to shrinkage improves the accuracy of the estimated idiosyncratic inverse. This is found both when the factor model is severely misspecified and when the model only omits one factor. These results guide us in the direction of the $\ell_1$ penalization but we have not yet evaluated the relative portfolio performance under the two estimators. Hence, for our central empirical analysis the main focus will be on regularizations that promote sparsity. Based on these results we expect these estimators to generate the best portfolio performance, but we shall also consider estimators under $\ell_2$ regularization.
C S&P500 financial data

All the data we use for the empirical exercise is collected from CRSP. We restrict the sample to assets of companies that at some point were part of the S&P500 companies between 2005 and 2017. This ensures that the stocks we allocate for our portfolios are of significant market capitalization and traded on a regular basis. Below follows basic descriptive statistics of the returns in excess to the risk-free rate including annualized volatilities and Sharpe ratios.

Table 3: Descriptive statistics of S&P500 firms

<table>
<thead>
<tr>
<th></th>
<th>N = 500</th>
<th>Mean</th>
<th>St.Dev.</th>
<th>Min.</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Returns</td>
<td></td>
<td>0.16</td>
<td>0.08</td>
<td>−0.16</td>
<td>0.12</td>
<td>0.16</td>
<td>0.20</td>
<td>0.56</td>
</tr>
<tr>
<td>Volatilities</td>
<td></td>
<td>0.29</td>
<td>0.10</td>
<td>0.14</td>
<td>0.22</td>
<td>0.27</td>
<td>0.33</td>
<td>0.72</td>
</tr>
<tr>
<td>Sharpe Ratios</td>
<td></td>
<td>0.61</td>
<td>0.31</td>
<td>−0.35</td>
<td>0.45</td>
<td>0.62</td>
<td>0.82</td>
<td>1.54</td>
</tr>
</tbody>
</table>

Descriptive statistics of the average annualized daily returns, annualized return volatilities and annualized Sharpe ratios of the S&P500 companies during 2010-2017. Mean refers to the arithmetic average, St.Dev the standard deviation, Q1, Q2 and Q3 denotes the first quartile, median and third quartile. The number of assets is denoted N.

The summary statistics displayed in Table 3 indicate that the annualized return volatilities range from 0.14 to 0.72 centered around 0.29. Table

Figure 9: S&P500 Composite Index and Return, 2010-2017

(a) Index in Level
(b) Index Return

Figure 9 shows the development of the index. It is clear that there have been significant positive development from 2012 to 2016, however, the years preceding and following that growth period saw significant volatility in the index return. Analogously to the previous descriptive statistics Table 4 below presents summary statistics of the financial anomaly returns we use as candidate predictor of the cross-section of stock returns.
Table 4: Descriptive statistics of anomaly characteristics

<table>
<thead>
<tr>
<th></th>
<th>K = 50</th>
<th>Mean</th>
<th>St.Dev.</th>
<th>Min.</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Returns</td>
<td>0.01</td>
<td>0.06</td>
<td>−0.13</td>
<td>−0.03</td>
<td>−0.01</td>
<td>0.02</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Volatilities</td>
<td>0.12</td>
<td>0.02</td>
<td>0.08</td>
<td>0.11</td>
<td>0.12</td>
<td>0.13</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Sharpe Ratios</td>
<td>−0.08</td>
<td>0.44</td>
<td>−1.12</td>
<td>−0.27</td>
<td>−0.11</td>
<td>0.17</td>
<td>0.84</td>
<td></td>
</tr>
</tbody>
</table>

Descriptive statistics of the average annualized daily returns, annualized return volatility and annualized Sharpe ratios of the S&P500 companies during 2010-2017. Mean refers to the arithmetic average, St.Dev the standard deviation, Q1, Q2 and Q3 denotes the first quartile, median and third quartile. The number of assets is denoted N.

D Linear shrinkage, Non-linear shrinkage and POET

The shrinkage estimators of Ledoit and Wolf (2003, 2004, 2012, 2015) are among the prominent methodologies for high-dimensional covariance estimation. These estimators are based on the convex combination of the unconditional empirical covariance matrix and a prior target matrix. The target can be implied by a set of economic factors or, alternatively, a numerically well-behaved statistical construct. In this paper we make use of to shrinkage estimators adopted from Ledoit and Wolf (2004) and Ledoit and Wolf (2015). The former imposes linear shrinkage on the eigenvalues of the unconditional covariance matrix toward the mean eigenvalue. This is the same as shrinking the covariance matrix towards the identity matrix. The second method of shrinkage we implement is similar to the former with the exception that estimated eigenvalues are non-linear transformations of the sample eigenvalues. This approach is generally found to provide improvements over its linear counterpart, both statistically and in terms of financial performance (Ledoit and Wolf, 2017). In addition to the shrinkage estimators we also consider the method of Principal Orthogonal complement Thresholding (POET) of Fan et al. (2013). This estimator serves in our application as a statistical factor model analogue to the shrinkage estimator. The POET methodology also builds upon a parsimonious latent structure of the asset returns, but expands particularly on the case where factors are unobserved. Let \([v_1 \ldots v_k]\) and \([V_1 \ldots V_k]\) denote the first \(k\) eigenvalues and vectors of returns respectively. Choose the number of factors to include, \(\hat{K}\), through the information criteria of Bai and Ng (2002), as is standard in the literature,

\[
\hat{K} = \arg\min_{1 \leq K \leq K^*} \ln \left( \sum_{i > K} \hat{\epsilon}_i^2 \right) + \frac{K(N + T)}{NT} \ln \left( \frac{NT}{N + T} \right)
\]  

(26)
With the number of factors chosen we may express the covariance matrix as

\[ S = \sum_{i=1}^{k} v_i V_i' + \sum_{i=k+1}^{N} v_i V_i' \]

(27)

The POET methodology replaces the latter term, \( \hat{U} = \sum_{i=k+1}^{N} v_i V_i' \) with the term \( \hat{U} \) defined,

\[ \hat{U} = (\hat{u}_{ij})_{N \times N}, \quad \hat{u}_{ij} = \begin{cases} 0, & i = j \\ s_{ij}(\tilde{u}_{ij}) & i \neq j \end{cases} \]

(28)

One choice is to specify the function \( s_{ij} \) as a soft thresholding rule where \( s_{ij} = (\hat{u}_{ij} - \tau_{ij})_+ \), where the parameter \( \tau_{ij} = \zeta(\tilde{u}_{ii} \tilde{u}_{jj})^{1/2} \). The constant \( \zeta \) is typically set to 0.5 when using soft thresholding rules, but can be varied over a grid until the final estimates matrix is well-conditioned. With the thresholding imposed on the residual covariance matrix we can estimate the covariance matrix of the returns.

\[ \hat{\Sigma} = \sum_{i=1}^{k} \hat{v}_i \hat{v}_i' + \hat{U} \]

(29)

This estimate is non-singular and well-conditioned. This is clearly not a comprehensive overview of the literature regarding high-dimensional covariance estimation. However, these two methodological alternatives tend to be favored in the broader portfolio allocation literature and are therefore given priority here to contrast the performance of our Factor-Graphical estimator.

### E Portfolio composition

Table 5 summarizes some of the basic characteristics of the portfolios, such as \textit{Range}, \textit{Fraction of negative weights} and \textit{Dispersion}. The fraction of negative weights is the sum of negative weights divided by the number of weights assigned by the respective methods. The \textit{Range} indicates the average difference between the smallest, non-zero, weight and the largest weight in the portfolio. This overview of the distribution supply lets us discover methods prone to taking extreme positions. We measure the dispersion of the portfolio
through the sum of squared weights.

In order to be more concise we restrict our attention to the two most extreme empirical settings. The first setting being the one containing the most lenient dimensionality challenge, which is when $N$ is 50 and the estimation window equals 250 observations. The second case is the most demanding challenge, when portfolios hold 500 assets allocated using an estimation window of 50 observations.

Table 5: Portfolio composition

<table>
<thead>
<tr>
<th></th>
<th>$N = 50$</th>
<th>$t = 250$</th>
<th>$N = 500$</th>
<th>$t = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sum w^2$</td>
<td>Range</td>
<td>$p_-$</td>
<td>$\sum w^2$</td>
</tr>
<tr>
<td>Factor-Graphical</td>
<td>18.96</td>
<td>30.32</td>
<td>42.63</td>
<td>5.10</td>
</tr>
<tr>
<td>Large-$K$ Factor-Graphical</td>
<td>16.22</td>
<td>27.22</td>
<td>38.28</td>
<td>2.70</td>
</tr>
<tr>
<td>Node-wise $\ell_1$</td>
<td>17.46</td>
<td>35.02</td>
<td>32.74</td>
<td>5.29</td>
</tr>
<tr>
<td>Node-wise $\ell_2$</td>
<td>17.17</td>
<td>34.50</td>
<td>32.39</td>
<td>5.31</td>
</tr>
<tr>
<td>Shrinkage</td>
<td>22.16</td>
<td>32.43</td>
<td>40.37</td>
<td>2.60</td>
</tr>
<tr>
<td>NL-Shrinkage</td>
<td>19.48</td>
<td>30.29</td>
<td>38.78</td>
<td>2.05</td>
</tr>
<tr>
<td>POET</td>
<td>14.49</td>
<td>20.93</td>
<td>42.69</td>
<td>2.08</td>
</tr>
<tr>
<td>Factor</td>
<td>19.59</td>
<td>29.48</td>
<td>44.41</td>
<td>3.45</td>
</tr>
<tr>
<td>Graphical</td>
<td>5.16</td>
<td>11.61</td>
<td>18.13</td>
<td>1.39</td>
</tr>
</tbody>
</table>

The table presents summary statistics of the portfolio weights. The comparison is restricted to the empirically most demanding setting ($N = 500, t = 50$) and the least demanding ($N = 50, t = 250$). Range denotes the average difference between the smallest non-zero weight and the largest. The average proportion(%) of negative weights assigned by the estimator is denoted $p_-$ and the mean sum of squared weights is $\sum w^2$. The columns $\sum w^2$ and Range are multiplied by 100.

The portfolios exhibit large similar characteristics across methods with the exception of the Graphical method. This estimation imposes much more strict sparsity in the estimated inverse covariance matrix and thus creates much less dispersion in the portfolio weights. The fraction of negative positions in this portfolio is also much lower than the alternatives. Apart from this special case, portfolio exhibit largely comparable dispersion, range and negative weights. The number of short positions varies between 32 and 42 percent.

Through Table 5 we also find that the none of the methods appear more or less likely to produce negative weights. The fraction of negative weights is, for all methods, around 35 percent and largely stable across sample sizes and with only marginal differences between estimators.
F Investor utility

To provide a measure that combines the turnover, portfolio return and the volatility, we use a utility based approach similar to Fleming et al. (2001, 2003). Assuming a quadratic utility function for an investor with risk aversion $\kappa$, we get the realized utility

$$U^P_{m,d} = (1 + w^P_m r_{m,d} - c\delta^P_{m,d}) - \Upsilon \left(1 + w^P_m r_{m,d} - c\delta^P_{m,d}\right)^2,$$  \hspace{1cm} (30)

where $\Upsilon = \kappa / (2(1 + \kappa))$ and $\kappa$ denotes the relative risk aversion. The parameter $c$ denotes transaction costs, which are imposed proportionally to the turnover. We follow Garlappi et al. (2007) and set the costs equal to 50 basis points. To compare the different methods we compute how large a constant daily fee must be for investors to become indifferent between two methods. Specifically, we find the fee, $\chi$, such that the utility gain under the Factor-Graphical method equals that of the competing method,

$$U^{FG}_{m,d}(\chi) = \sum_{m=1}^{M} \sum_{d=1}^{30} U^{FG}_{m,d} = \sum_{m=1}^{M} \sum_{d=1}^{30} U^P_{m,d}$$

where

$$U^{FG}_{m,d}(\chi) = \left(1 + w^{FG}_m r_{m,d} - c\delta^{FG}_{m,d} - \chi\right) - \Upsilon \left(1 + w^{FG}_m r_{m,d} - c\delta^{FG}_{m,d} - \chi\right)^2.$$  \hspace{1cm} (31)

Finding that $\chi$ is negative implies that the realized utility of the Factor-Graphical method is lower than the competing method. These pair-wise comparisons are carried out between the Factor-Graphical portfolios and all alternative estimators.

Table 6 reports the annualized estimated fees in percent. Positive fees implies that the Factor-Graphical portfolio holds the higher utility while a negative implies that the competing method is higher.

First we contrast the utility gains for high risk aversion investors. Under high risk aversion the Factor-Graphical approach tend to outperform the covariance estimators when the number of assets increase beyond 50. The highest implied fees are associated with the comparison between the Factor-Graphical approach and the Linear shrinkage method. This is likely due to the excessive turnover these portfolios incur. Turning to the inverse covariance estimators based on nodewise estimation we find that these estimators appear generally well on par with our main estimation approach. Again, this is likely attributable to turnover, since these allocations generally provide lower volatility reductions but, however,
Table 6: Estimated equalization fee ($\chi_N$) on Factor-Graphical portfolio

<table>
<thead>
<tr>
<th></th>
<th>$\ell = 50$</th>
<th>$\ell = 150$</th>
<th>$\ell = 250$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M = 30$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW $\ell_1$</td>
<td>0.69</td>
<td>1.21</td>
<td>1.86</td>
</tr>
<tr>
<td>NW $\ell_2$</td>
<td>-1.40</td>
<td>-0.84</td>
<td>-0.14</td>
</tr>
<tr>
<td>Shrinkage</td>
<td>-1.62</td>
<td>-1.23</td>
<td>-0.75</td>
</tr>
<tr>
<td>NL-Shrinkage</td>
<td>-2.37</td>
<td>-2.22</td>
<td>-2.04</td>
</tr>
<tr>
<td>POET</td>
<td>-0.29</td>
<td>-0.29</td>
<td>-0.29</td>
</tr>
<tr>
<td>$N = 50$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW $\ell_1$</td>
<td>-0.60</td>
<td>-0.19</td>
<td>0.33</td>
</tr>
<tr>
<td>NW $\ell_2$</td>
<td>-0.45</td>
<td>-0.07</td>
<td>0.40</td>
</tr>
<tr>
<td>Shrinkage</td>
<td>1.13</td>
<td>1.64</td>
<td>2.29</td>
</tr>
<tr>
<td>NL-Shrinkage</td>
<td>-0.01</td>
<td>0.26</td>
<td>0.60</td>
</tr>
<tr>
<td>POET</td>
<td>0.13</td>
<td>0.88</td>
<td>1.82</td>
</tr>
<tr>
<td>$N = 100$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW $\ell_1$</td>
<td>-0.63</td>
<td>-0.44</td>
<td>-0.20</td>
</tr>
<tr>
<td>NW $\ell_2$</td>
<td>-1.18</td>
<td>-0.98</td>
<td>-0.73</td>
</tr>
<tr>
<td>Shrinkage</td>
<td>-0.39</td>
<td>0.10</td>
<td>0.72</td>
</tr>
<tr>
<td>NL-Shrinkage</td>
<td>-1.24</td>
<td>-0.92</td>
<td>-0.52</td>
</tr>
<tr>
<td>POET</td>
<td>0.19</td>
<td>0.91</td>
<td>1.82</td>
</tr>
<tr>
<td>$N = 150$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW $\ell_1$</td>
<td>-0.13</td>
<td>0.01</td>
<td>0.20</td>
</tr>
<tr>
<td>NW $\ell_2$</td>
<td>-0.17</td>
<td>-0.04</td>
<td>0.14</td>
</tr>
<tr>
<td>Shrinkage</td>
<td>1.42</td>
<td>1.87</td>
<td>2.43</td>
</tr>
<tr>
<td>NL-Shrinkage</td>
<td>1.19</td>
<td>1.55</td>
<td>2.00</td>
</tr>
<tr>
<td>POET</td>
<td>2.04</td>
<td>2.66</td>
<td>3.44</td>
</tr>
<tr>
<td>$N = 300$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW $\ell_1$</td>
<td>-0.53</td>
<td>-0.34</td>
<td>-0.10</td>
</tr>
<tr>
<td>NW $\ell_2$</td>
<td>-0.52</td>
<td>-0.34</td>
<td>-0.11</td>
</tr>
<tr>
<td>Shrinkage</td>
<td>1.53</td>
<td>2.01</td>
<td>2.61</td>
</tr>
<tr>
<td>NL-Shrinkage</td>
<td>1.26</td>
<td>1.67</td>
<td>2.17</td>
</tr>
<tr>
<td>POET</td>
<td>1.90</td>
<td>2.51</td>
<td>3.27</td>
</tr>
<tr>
<td>$N = 400$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW $\ell_1$</td>
<td>0.66</td>
<td>0.82</td>
<td>1.02</td>
</tr>
<tr>
<td>NW $\ell_2$</td>
<td>0.62</td>
<td>0.78</td>
<td>0.99</td>
</tr>
<tr>
<td>Shrinkage</td>
<td>-1.11</td>
<td>-0.92</td>
<td>-0.68</td>
</tr>
<tr>
<td>NL-Shrinkage</td>
<td>1.26</td>
<td>-1.12</td>
<td>-0.95</td>
</tr>
<tr>
<td>POET</td>
<td>1.13</td>
<td>1.53</td>
<td>2.03</td>
</tr>
</tbody>
</table>

Nodewise $\ell_1$ and $\ell_2$ procedures are abbreviated NW. The estimated constant daily fee sufficient to equate the Factor-Graphical portfolio with the competing methods. Here $\chi_{\ell_1}$ denotes the estimated fee when investors have low risk aversion. A negative value implies that the equalizing fee is imposed on the competing method, while a positive entries imply that the fee is put on the Factor-Graphical portfolio. As such, negative values imply investor utility under the competing method exceeds that of the Factor-Graphical portfolio.
tend to incur less trading costs.

As for the investors with lower risk aversion, $\kappa = 1$, the Factor-Graphical method never provides the best alternative. The volatility reductions are generally not large enough to offset the additional costs. For this level of risk aversion the highest utility tend to be provided by either the Nodewise alternatives or the Non-linear shrinkage approach. Restricting the comparison to the covariance matrix estimators we see that the comparison often shift in favor of the Factor-Graphical when the portfolios grow larger and with estimation windows above 50. There are some exception to this, notably associated with the POET estimator, which due to its very low turnover sometimes provides higher utility than the Factor-Graphical method even when both portfolios and $\tilde{t}$ are large.

Estimating the fees necessary to create indifference among highly risk averse investors we find that the Factor-Graphical method in almost all cases provide higher utility gains than the strict Factor model. The results are much more inconclusive with regards to the Graphical and the Large-$K$ methods. The Graphical approach in particular tend to provide high utility for this investor due to its very low turnover.

In terms of investor utility we again find that risk averse actors still favor the Factor-Graphical method. These investors accept very high fees, between 6 and 10 percent, on the Factor-Graphical portfolio before becoming indifferent. The investors with medium levels of relative risk aversion also favour the Factor-Graphical portfolio. The low risk aversion investors prefer the equally weighted portfolio. Comparing the implied indifference fee of Table 6 to the results reported in Table 2, it is clear that the portfolio delivering the highest utility for low risk aversion investors is the $1/N$ portfolio. For these investors, direct inverse estimation only outperforms the $1/N$ allocation under the largest available window length, in which case they prefer the nodewise $\ell_1$ portfolio allocation.

G Conditional sparsity in the inverse

We deviate from previous methods that emphasize conditional sparsity in the error covariance matrix by shifting the assumption to a conditionally sparse inverse covariance matrix. In this section we outline an example of a model under which our assumption provides a better representation than does the traditional sparse covariance assumption. We expand
Table 7: Estimated equalization fee ($\kappa$) on Factor-Graphical portfolio

<table>
<thead>
<tr>
<th>Monthly</th>
<th>$\hat{t} = 50$</th>
<th>$\hat{t} = 150$</th>
<th>$\hat{t} = 250$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\chi_1$</td>
<td>$\chi_5$</td>
<td>$\chi_{10}$</td>
</tr>
<tr>
<td>$N =$ 50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large-K</td>
<td>-3.16</td>
<td>-3.03</td>
<td>-2.86</td>
</tr>
<tr>
<td>Factor</td>
<td>0.55</td>
<td>0.64</td>
<td>0.76</td>
</tr>
<tr>
<td>Graphical</td>
<td>-3.18</td>
<td>-2.89</td>
<td>-2.53</td>
</tr>
<tr>
<td>$1/N$</td>
<td>-4.66</td>
<td>-2.23</td>
<td>0.83</td>
</tr>
</tbody>
</table>

| $N =$ 100 |         |         |             |         |         |             |         |         |             |
| Large-K | -1.90 | -1.81 | -1.70 | 0.47 | 0.55 | 0.65 | -0.42 | -0.32 | -0.19 |
| Factor  | 0.83 | 1.11 | 1.46 | 0.27 | 0.97 | 1.84 | 0.58 | 1.65 | 3.00 |
| Graphical | -3.19 | -2.88 | -2.48 | -0.70 | -0.27 | 0.26 | -1.49 | -1.00 | -0.39 |
| $1/N$   | -5.80 | -3.85 | -1.40 | -2.07 | 0.34 | 3.38 | -0.80 | 1.65 | 4.72 |

| $N =$ 150 |         |         |             |         |         |             |         |         |             |
| Large-K | -1.75 | -1.56 | -1.31 | -0.63 | -0.61 | -0.59 | -1.43 | -1.35 | -1.24 |
| Factor  | -0.65 | -0.29 | 0.17 | -1.21 | -0.37 | 0.69 | -0.92 | 0.32 | 1.88 |
| Graphical | -3.27 | -2.72 | -2.02 | -0.70 | -0.27 | 0.26 | -1.49 | -1.00 | -0.39 |
| $1/N$   | -4.98 | -2.11 | 1.50 | -0.15 | 3.11 | 7.18 | -1.50 | 1.73 | 5.79 |

| $N =$ 300 |         |         |             |         |         |             |         |         |             |
| Large-K | 0.49 | 0.77 | 1.11 | 0.70 | 0.79 | 0.91 | 0.67 | 0.75 | 0.85 |
| Factor  | 0.55 | 0.91 | 1.37 | -1.66 | -0.79 | 0.30 | 1.09 | 2.23 | 3.66 |
| Graphical | -2.04 | -1.24 | -0.24 | 0.50 | 1.25 | 2.19 | -0.47 | 0.27 | 1.21 |
| $1/N$   | -3.30 | 0.41 | 5.05 | -1.22 | 2.85 | 7.96 | -0.36 | 3.64 | 8.65 |

| $N =$ 400 |         |         |             |         |         |             |         |         |             |
| Large-K | -0.77 | -0.42 | 0.03 | -0.17 | -0.03 | 0.15 | -0.01 | 0.11 | 0.27 |
| Factor  | -0.06 | 0.33 | 0.82 | -1.97 | -1.12 | -0.05 | 1.11 | 2.18 | 3.53 |
| Graphical | -2.42 | -1.48 | -0.30 | -0.76 | 0.12 | 1.23 | -1.46 | -0.55 | 0.60 |
| $1/N$   | -3.65 | 0.31 | 5.26 | -1.97 | 2.83 | 7.83 | -1.36 | 2.93 | 8.30 |

| $N =$ 500 |         |         |             |         |         |             |         |         |             |
| Large-K | -1.56 | -1.30 | -0.98 | -0.84 | -0.70 | -0.52 | -0.93 | -0.85 | -0.74 |
| Factor  | -0.56 | -0.25 | 0.15 | -2.31 | -1.51 | -0.50 | 0.06 | 0.95 | 2.20 |
| Graphical | -2.63 | -1.83 | -0.84 | -1.45 | -0.46 | 0.79 | -3.29 | -2.36 | -1.20 |
| $1/N$   | -4.26 | -0.39 | 4.46 | -2.17 | 2.42 | 8.17 | -2.21 | 2.28 | 7.90 |

Nodewise $t_1$ and $t_2$ procedures are abbreviated NW. The estimated constant daily fee sufficient to equate the Factor-Graphical portfolio with the competing methods. Here $\kappa_{t=1}$ denotes the estimated fee when investors have low risk aversion. A negative value implies that the equalizing fee is imposed on the competing method, while a positive entries imply that the fee is put on the Factor-Graphical portfolio. As such, negative values imply investor utility under the competing method exceeds that of the Factor-Graphical portfolio.
model (1) to include a set of $k$ unobserved local factors $f$ that provides smaller blocks of co-varying returns,

$$y = \alpha + BF + bf + u.$$  \hfill (32)

The covariance matrix, $\Delta$, of the error term is diagonal. For simplicity assume that one asset only is exposed to one local factor. Thus, columns of the exposures $b$ contain many zeroes and multiple factors do not load onto the same asset. Those returns exposed to a local factor have a loading of one. Thus, $b$ contains only zeroes and ones. The $k$ factors thus load onto disjoint subsets of the assets. Thus, we refer to them as local factors. We define the covariance matrix of the local factors as decaying in the off-diagonal elements such that,

$$\Psi_f = \begin{pmatrix}
1 & c_{1,2} & \ldots & c_{1,k} \\
c_{2,1} & 1 & \ldots & c_{2,k-1} \\
\vdots & \vdots & \ddots & \vdots \\
c_{2,k} & c_{k-1,2} & \ldots & 1
\end{pmatrix}.$$  \hfill (33)

Where $c_{i,j} = c^{|i-j|}$ where $i, j = 1 \ldots k$ and $0 < c < 1$. This is known as a Kac-Murdock-Szegő matrix. Hence, assets are exposed to local factors where the factors are correlated but in a decreasing fashion. While the covariance decay along the off-diagonal elements, the inverse $\Psi_f^{-1}$ is tridiagonal. With this structure, for a small number of local factors, the covariance matrix $\Sigma_e = b'\Psi_f b + \Delta$ is only approximately sparse as $c$ approach zero. The inverse covariance matrix,

$$\Sigma_e^{-1} = (b'\Psi_f b + \Delta)^{-1} = \Delta^{-1} - \Delta^{-1}b(b'\Delta^{-1}b + \Psi_f^{-1})^{-1}b'\Delta^{-1}$$  \hfill (34)

The local factors create block structures within the financial assets. Since the correlation between the local factors is decreasing so is also the correlation between the blocks of assets. Ultimately, both $\Sigma_e$ and $\Sigma_e^{-1}$ are full matrices, however, the rate of decrease across the off-diagonal elements of the two matrices are potentially very different. The decay of the
elements away from the diagonal is determined by the decay in the term \((b'\Delta^{-1}b + \Psi_f^{-1})^{-1}\),

\[
(b'\Delta^{-1}b + \Psi_f^{-1})^{-1} = \begin{pmatrix}
\sum b_i^2 + \frac{1}{1-c^2} & \frac{-c}{1-c^2} & \cdots & \frac{-c}{1-c^2} \\
\frac{-c}{1-c^2} & \sum b_2^2 + \frac{1+c^2}{1-c^2} & \cdots & \frac{-c}{1-c^2} \\
\vdots & \ddots & \ddots & \vdots \\
\frac{-c}{1-c^2} & \frac{-c}{1-c^2} & \ldots & \sum b_N^2 + \frac{1}{1-c^2}
\end{pmatrix}^{-1}.
\] (35)

The decrease across off-diagonal elements in the covariance is constant at \(c^{-1}\), when returns belong to different local factors. In \(\Sigma^{-1}\) the rate of decrease is non-constant. Following Meurant (1992) the non-constant rates of decay in this matrix is,

\[
\frac{(b'\Delta^{-1}b + \Psi_f^{-1})^{-1})_{ij}}{(b'\Delta^{-1}b + \Psi_f^{-1})^{-1})_{i,j+1}} = \frac{(1-c^2)d_{j+1}}{c}.
\] (36)

The term \(d_i\) is the diagonal elements of a upper triangular decomposition, which here is expressed as a recursion along with a terminating condition,

\[
d_i = \begin{cases} 
\sum b_i^2 + \frac{1+c^2}{1-c^2} - \frac{(c/(1-c^2))^2}{d_{i+1}} & i < N \smallskip \\
\sum b_i^2 + \frac{1}{1-c^2} & i = N
\end{cases}
\] (37)

Following the results of Meurant (1992) we find that the elements of our inverse is strictly decreasing. Together the rate in (36) along with the term (37) gives us the rate of decrease in \(\Sigma^{-1}\),

\[
rate_{j+1} = \frac{(b'\Delta^{-1}b + \Psi_f^{-1})_{i,j}}{(b'\Delta^{-1}b + \Psi_f^{-1})_{i,j+1}} = c^{-1}\left(1 + (1-c^2)\sum b_{j+1}^2 + c^2 - \frac{c^2/(1-c^2)}{d_{j+1}}\right).
\] (38)

From this rate we find that the off-diagonal decay in the inverse covariance matrix always exceeds the decrease in the covariance matrix if \(d_{j+1} > 1/(1-c^2)\). This clearly holds for \(j = N - 1\). With the rate of decrease in the covariance matrix of \(c^{-1}\) we find,

\[
rate_{j+1} > c^{-1} \iff d_{j+1} > \frac{1}{1-c^2}
\] (39)

Starting from the end of the recursion we take \(j = N - 1\),
\[ d_{N-1} = \sum \left( \frac{c}{N-1} + \frac{1 + c^2}{1 - c^2} - \frac{(c/(1 - c^2))^2}{d_N} \right). \]  

(40)

Applying the necessary inequality we find,

\[ \sum \left( \frac{c}{N-1} + \frac{1 + c^2}{1 - c^2} - \frac{(c^2/(1 - c^2))^2}{d_N} \right) > \frac{1}{1 - c^2}. \]  

(41)

We can simplify the formulation to,

\[ (1 - c^2) \sum \left( \frac{c}{N-1} + 1 + c^2 - \frac{c^2/(1 - c^2)}{d_N} \right) > 1, \]  

(42)

The inequality holds if,

\[ c^2 - \frac{c^2/(1 - c^2)}{d_N} > 1, \]  

(43)

\[ d_N > \frac{1}{(1 - c^2)}. \]  

(44)

Since \( d_N > 1/(1 - c^2) \) for all non-zero local exposures we have that \( d_{N-1} > 1/(1 - c^2) \). This is not very restrictive.

Along the same lines for \( j = N-2 \),

\[ d_{N-2} = \sum \left( \frac{c}{N-2} + \frac{1 + c^2}{1 - c^2} - \frac{(c/(1 - c^2))^2}{d_{N-1}} \right). \]  

(45)

and,

\[ (1 - c^2) \sum \left( \frac{c}{N-2} + 1 + c^2 - \frac{c^2/(1 - c^2)}{d_{N-1}} \right) > 1. \]  

(46)

we require,

\[ d_{N-1} > \frac{1}{(1 - c^2)}. \]  

(47)

Which we know holds from the previous case. Hence for all \( j = 1, \ldots, N \) the rate of decrease in the inverse covariance matrix exceed \( c^{-1} \), the rate in the covariance matrix.

Reviewing the off-diagonal decrease as a function of the parameter \( c^{-1} \) we find that as
$c$ tends to zero the rates in the two matrices is identical. However, as $c$ approaches one, the difference between the rates increase in favour of the inverse. Similarly difference between the rates of decrease also grows as the exposure to the local factor increase increase.

This implies that while both the covariance and inverse covariance are full matrices, the elements of the inverse tend to zero faster as $N$ increase. Thus, the local factors of this form provides a circumstance where the sparsity assumption is more suitable in the inverse rather than the covariance matrix. Hence, a sparse estimate of the inverse covariance matrix is more suitable than a sparse representation of the covariance matrix.