Mispricing, Learning, and Price Discovery

We extend the “information share” (IS) framework of De Jong and Schot-
man (2010) by accommodating the endogenous error-correction mechanism
proposed by Andersen et al. (2022) and co-movement pricing-errors across
markets. We discuss identification issues and propose a generalized mea-
sure of information shares. We apply the new framework to Sp500-Emini
and SPY ETF contracts and find evidence that our model can capture the
intraday patterns of IS and other market behaviors more accurately. Specif-
ically, our model reveals the intraday patterns of single market self-learning
(endogenous error-correction mechanism), multiple markets cross-learning
(cointegration error-correction mechanism), over/under-reaction to the ef-

ficient price shock, and the IS of SPY and SP500-EMINI markets.



1 Introduction

Learning is an important feature in many microstructure models. Some
traders have private information and they trade on it; other traders observe
market data and they learn from it (O’Hara, 2015).

In any market, there are various information sources from which to learn.
One natural source of learning is the historical price of the asset itself (re-
gardless of other markets). Imperfections in the information set and learning
conclusions compounded by acquisition and processing delays (Andersen et
al., 2022) cause price movements that do not fully reflect the information
innovation or are dilute by noise. When investors learn this, prices adjust
accordingly and the endogenous pricing-errors' are corrected. This endoge-
nous pattern is vital from two perspectives: (1) Theoretically, the endogenous
error-correction mechanism answers a long standing puzzle — the dynamics of
autocorrelation. For the past two decades, researchers have pointed out that
autocorrelation behavior can vary a lot across different assets and periods, es-
pecially since the sign of autocorrelation can dramatically change. However,
this pattern is still not accounted for in most related studies, which could
be questionable. According to Hansen and Lunde (2006), exogenous noise
representations are inconsistent with high-frequency asset return dynamics,
as exhibited by the autocorrelation pattern. (2) Empirically, for models with
only exogenous noise representations, in which traders do not learn from the
past information of the underlying asset’s historical price, or in which en-
dogenous ’look-back’ learning is not incorporated, such price-errors diverge
from the efficient price and the spot price in the long run and are hardly
corrected. Nevertheless, the endogenous pricing-error pattern is underesti-
mated in previous literature. One potential reason might be the existence
of identification issues. For the models embedded with endogeneity learning
patterns (e.g., endogenous pricing-errors), the estimation and identification
of the parameters can be cumbersome. Moreover, state-space models (unob-
served component models), argued by various literature as one of the most
efficient and powerful frameworks for high-frequency market puzzles, com-
monly suffer from strong identification issues due to the latent variable(s).
Thus, the endogenous pricing-error or error-correction models within the
state-space framework, which could have a very high potential to capture

IThe difference between the historical spot price and historical efficient value.



various market behaviors, are not well widely adopted since the estimation
of these models typically requires strong additional assumptions, which could
be hard to support economically.

Only recently, there have been several milestone exercises. Andersen et
al. (2022) introduce their model with an endogenous error-correction mech-
anism to allow for autocorrelation sign and return dynamics changes. They
find a robust stylized fact that indicates the existence of a significant endoge-
nous error-correction mechanism within the market. In other words, many
investors are learning from past pricing errors to correct current prices. How-
ever, because of the natural difficulty of estimating state-space representa-
tions, they have to make stronger assumptions to solve the identification issue
led by the endogenous pricing-error terms — they assume that ongoing learn-
ing on the part of the investor moves slower, at a constant frequency, than
the efficient price innovation and endogenous error-correction terms. Here,
we extend their endogenous error-correction model to the multi-market case
which relaxes the need for identification constraints and generates more sta-
ble estimation.

Another natural source of learning is the price dynamics of related mar-
kets. Therefore, our framework is also designed to capture the cross-learning
pattern among multiple markets. Similarly, when investors learn pricing-
errors from closely-linked markets, they take advantage of this pricing-error
so that it will be eliminated/minimized by the underlying error-correction
mechanism. Such a pattern is essential, especially recently, since markets are
more tightly inter-connected, sewn together by market making/statistical
arbitrage that operates across, not just within, markets (O’Hara, 2015).
Specifically, some of these markets are naturally connected by arbitrage
or short-term equilibrium considerations. It is natural to wonder how the
pricing-errors (e.g., the price disagreement between decentralized markets)
are corrected in the price discovery process or the error-correction mechanism
of multiple markets. For example, closely-linked markets where prices have
a cointegrating relationship (i.e., the same asset on different exchanges). It
is critical to examine cointegration type pricing-errors (the price difference
of these market prices) and the underlying error-correction mechanism be-
cause traders constantly seek arbitrage opportunities by the price difference
of cointegrated series. Hence, our framework is also designed to capture such
pricing-errors and the underlying error-correction mechanism.



Furthermore, for closely linked multiple market cases, one essential ques-
tion of price discovery is 'who moves first from the efficient price innovations.’
One of the most popular measurements of price formation is the information
share (IS) of Hasbrouck (1995), which is based on the cointegration model
of Engle and Granger (1987). Other approaches have also been advocated:
Harris, McInish, Shoesmith, and Wood (1995) propose the Component Share
(CS) framework; Yan and Zivot (2010) and Putnins (2013) merge IS and CS
into new indicators, and De Jong and Schotman (2010) extend the IS to an
unobserved component (UC) framework. However, none of these approaches
is ideal. The VECM/VMA IS frameworks can be easily diluted by the nature
of Cholesky decomposition, and the UC framework requires strong assump-
tions to solve the identification issue. Thus, we provide a new approach and
framework to solve these problems.

In general, motivated by the studies of endogenous error-correction mech-
anism by Andersen et al. (2022) and the IS estimation with state-space
representation by De Jong and Schotman (2010), we propose a novel solu-
tion to the issues above: we propose a framework that extends both the
framework of Andersen et al. (2022) and the framework of De Jong and
Schotman (2010). Our model naturally connects multivariate frameworks in
Hasbrouck (1995) and De Jong and Schotman (2010) to two critical pricing-
errors and underlying error-correction mechanisms. Hence, the benefits are
three-fold: (1) In comparison to the framework of Andersen et al. (2022),
we prove the identification issue is solved within our framework, and our
framework better captures the patterns of the multivariate markets because
we include further information (the closely-linked market relationship). (2)
Compared to other multivariate frameworks, our framework not only solves
the identification issue of these frameworks, but also further captures the
intraday pattern of two pricing-errors, cointegration and endogenous pricing
errors, and estimates the underlying error-correction mechanisms. Since the
learning patterns have been more critical in the past decade, we believe our
framework is more realistic by including the two error-correction mechanisms
as the close-linked markets’ further co-movement mechanisms. (3) By elab-
orating the IS, our framework can capture it more accurately. Moreover,
our model captures the intraday pattern of IS, rarely discussed in previous
literature.



In summary, our contributions are: (1) We propose a novel solution to
the identification issue of the Andersen et al. (2022) endogenous pricing-error
model. (2) We extended the De Jong and Schotman (2010) state-space IS
framework by allowing two additional error-correction mechanisms. (3) Our
work fills the gap between various market microstructure models and the IS
framework. It is hard for researchers to calculate IS from most market mi-
crostructure models under previous IS frameworks, but many of these models
readily fit into our generalized framework which enables the calculation of
the IS. (4) Our model provides a feasible and better methodology to estimate
the intraday pattern of the market, e.g., the scale IS, error-correction mech-
anisms, and over /under-reaction to efficient price shocks, without requiring
ultra-high frequency data. With tick level data, our framework can generate
intraday IS per 10 minutes. Specifically, we find i. the endogenous pricing-
error is corrected faster in the SP500-EMINI market; ii. the cross-learning
pattern between these two markets is stronger shortly after the opening and
before the closing of the SPY market; iii. the two markets have similar IS,
but they are not consistent on intraday level. The SPY is more sensitive to
efficient price shock shortly after the opening of the SPY market, and the
EMINT is more sensitive shortly after the opening and before the closing of
the SPY market. (5) Our model further connects the market microstructure
models with high-frequency econometrics.

The rest of the paper is structured as follows. Section 2 introduces the
model setup, including elaboration of the identification issue and the IS.
Section 3 focuses on the discussion of the model estimation and empirical
exercise. Section 4 presents the empirical findings, and Section 5 concludes
the paper.

2 Model Set Up

2.1 General framework

In our multivariate framework, we allow for generalized error-correction terms
that can include various kinds of pricing-error and underlying error-correction
mechanisms (endogenous error-correction type terms? and cointegration error-

2The difference of the past spot price and the efficient price.



correction type terms?), and the spot value of these markets shares the same
efficient price (from the permanent-transitory decomposition). Therefore,
our general model is written as follows:

pe=Tmy + ary + @p(pe,mye) + €
N (1)
my = My_1 + ¢

Where m; is the scalar of efficient price at time t, r, is the scalar of the
efficient price change at time t. For the general K cointegrated markets case,
pe is a K x 1 vector containing the spot price of K markets, o is a K x 1
vector, 1 is a K x 1 vector of 1, @, is a matrix of functions of lagged linear
combinations of p; and m;. e; is a K x 1 vector of normally distributed noise
terms. In our framework, we restrict Cov(ry, 7i—;) = 0, Cov(ey, €,—;) = {O}
Couv(r;, e;) = 0 for all i, j € N, where {0} is a K x K matrix of 0 and 0 is a
K x 1 vector of 0.

To fit the cointegration relationships of each pair of markets within these
K markets, we decompose @ (p;, m;) as Pr(p;, my) = P1p(pr — fmt_l) -
Dor, (my — mt,l)f, where @7 and ®,7, are matrix of functions of lagged indi-
cators.

On the other hand, the ®.(p, — Tmt_l) can readily contain both the afore-
mentioned error-correction mechanisms. The endogenous error-correction
mechanism (with various lags, e.g. p14-1 — mu_1, where p;;—1 is the spot
price of market 1.) can be included by allowing the diagonal term of ®;, and

P,y For example, when <I>1L:<a E . b 3 L) and (I)2L:(a >(; - b >(<) L)’

7 T a(pri—1 — My-1)
then ¢ , = —1my_1)—® —my_1)l = ’ )
en @ (pg, my) 1L (s — Imy_q) or (M —my_1) (b(p2,t—1 . mt_l))

capturing the endogenous pricing-errors. For a cointegration type of error-
correction mechanism (with various lags, e.g. p1;—1 — pas—1, where py ;g is
the spot price of market 1 and p,;_; is the spot price of market 2), can also
be readily constructed within this term by calculating the difference between

. a —a
two endogenous error-correction terms. For example, when ®&,;,= ( b b>’

Pyr(pe— Tmy— 1) = ( b((]]:tt B }I?) 23 ) , capturing the cointegration-type pricing-

error. Hence, both error-correction type mechanisms are incorporated, and
can be distinguished since the non-diagonal term of ®,; is only related with

3The two cointegrated markets’ spot prices difference.



cointegration type error-correction terms, with the rest being endogenous
error-correction mechanism terms.

2.2 Identification of the General Framework

In this part, we discuss the identification of our framework. The main text
provides a summary with full details given in the appendix.

Firstly, we provide the identification constraints of the estimation process.
We can get the representation of Ap; from equation(1) as following:

Apy = 1Lry+ (I — LY(I — &) (1 — o D)y + (I — L)(I — &) tey, (2)

Where I is a K-by-K identification matrix, L is the lagging indicator and
Apy = pi — pi-1-

Following our model assumptions, the second moment of the asset return
provides our information constraint and is represented as follows:

h+1
E[ApAp,—s] ZA Bjj1- q+Z ZA ZA )| 107, +
p=h q=0
ZApAp_hQ
p=h

(3)
where aft is the variance of the efficient price shock r;, € is the variance-
covariance matrix of the transitory noise e;, and

(I —®11)"" = o1+ P11l + o1 L + ...
Dop, = o2 + Y12L + 1/12,2[/2 + oL

Ap = doa (4)
Am = ¢m,1 - Qbm—l,l

By =1 =12

B, = wm,z

The detailed derivation is in the appendix Section 1.1.



2.2.1 Identification analysis

Due to the complexity of the identification analysis of the most generalized
framework, we discuss the identification of a simplified model — the illus-
trative case with over/under-reaction of efficient price shock and lag 1 of
error-correction mechanisms. We believe this simplified derivation is enough
because (1) we argue that even if only the lag one error-correction terms are
considered, this special case model already captures the further lagged error-
correction mechanisms with reasonable structure. The derivation is in the
appendix section 1.2, where we also discuss what endogenous error-correction
terms capture; and (2) this identification analysis process can also be easily
implemented for most of the special cases of our generalized framework.
Again we provide the summary here, the detailed derivation is in the ap-
pendix section 1.3.

We consider the model below:

e = Imy + ar, + O(pi_1 — Tmt_l) + e (5)

For the K market case, p; is a Kx1 array of asset prices, T is a Kx1 vector
of 1, my is the efficient price scalar, ® is a KxK matrix (Notice, since we
already restricted the lag structure, ® is a matrix of coefficients not a function
of coefficients and lagging indicators), a is a Kx1 array of coefficients, and
e; is a Kx1 array of noise.

From the model above, we can write out the constraints as follows:

E(Ap,Ap)) = [(T+ a)(T + ) + ad/]o? + 20

B(ApAvi_y) = 8@ — Dol + ()2 +OP(1Y]

In general, we can summarize the identification conclusion as follows :

(1) For the single market case, an additional restriction is needed for identi-
fication. This could either be the restriction from Andersen et al. (2022) or
the Watson restriction.

(2) For two market case, we follow De Jong and Schotman to assume (2 as
diagonal matrix. (3) For multi-market cases, there is no identification issue
for most general cases.*

Specifically, in the multi-market cases, ® is always over-identified from the
infinite count of autocorrelation constraints.

4If identification issue exists, the additional identification restriction can be examined
following our appendix.



The detailed derivation and proof are in appendix section 1.3. On the other
hand, we aware that the general case (K markets) might be complicated, so
we provide the derivation of two special cases in corollary 1 and 2.

2.3 Information share framework

In this section, we calculate the information share (IS) for the generalized
model following De Jong and Schotman (2010). Again, the detailed deriva-
tion is provided in the appendix section 2.

We start from the most generalized model®:

= Imy + ar, + D (p,my) + € )

my = Myy_1 + 14

where m; is the scalar of the efficient price, r; is the scalar of the efficient
price change, and since we are modeling a K market case, p, is a K x 1
vector, a is a K x 1 matrix, [ is a K x K identity matrix, TisaK x 1
vector of 1, ®; is a function of matrix with polynomial lagging indicator and
linear coefficient with Cov(ry,r,—;) = 0, Cov(e, e,;) = 0, Cov(ry,e) = 0
and Cov(ry,e;—;) =0 for all i € N.

Following De Jong and Schotman (2010), we define the price innovations at
time t as v; = py — Tmt,l.

Therefore, the price innovation can be represented as follows:

vy = ¢0,1(T+ o — ¢0,2I)7“t + cI)other,LLI'rt + Z pi1L'e; (8)
i=0

where the ®yper. LLTrt term includes the lagged r; terms, which are orthog-
onal to 7.

Then, following De Jong and Schotman (2010), we run the regression r, =
YoisVt + Mty Yois can be calculated as follows:

Yols = Tﬁlcov(vt,n)
= T71¢01(T+ o — ¢0,2T)02

9)

®Notice, we do not restrict the lag structure, ® is a function of coefficients (linear) and
lagging indicators (polynomial)



Then the IS can be calculated as:

2

2 077
R=1-—
o fYélSTPyOZS <1O>
= —02

= Vops[dor (T + o — g2 1)]

Hence, the IS can be represented as follows

Yols = T_1€Z50,1(T+ o — %QT)UQ
IS:/}/OZSOQSO,I(I—"O[_@ZJO,QT)- (11>
T = Evw)]

Equation (11) is the generalized IS estimator from De Jong and Schotman
(2010), where they restrict ¢p; = I and 1)p2 = 0°. By the generalized repre-
sentation equation (1), the framework is consistent with various multivariate
market microstructure models.

Due to the generalization of our framework, the scope of IS is slightly differ-
ent in our framework compared to De Jong and Schotman (2010). One of
the most significant differences is that De Jong and Schotman (2010)’s IS is
restricted to the range of [0,1] while our estimate is unrestricted. In extreme
cases the IS can be estimated outside this range. Since economically the IS
must lie within the range [0,1], we adopt a quasi-Bayesian approach to ensure
our IS measure falls within this range. In practice, where the global minimum
produces an IS outside the [0,1] range, we select the best regional minimum.
Indeed, in most of these cases, we can find other regional minimums with IS
in the [0.1] range with better MLE.

3 Estimated Models

In this section, we discuss and provide our estimated model. We run our
empirical model on the two market cases, where s; is the log price of the
SPY market, and f; is the log price of the SP500-EMINI market.

6We aware that they mention that the transitory noise in their model could be non-
diagonal. However, in their paper, they adopt much stronger restrictions in their iden-
tification analysis, e.g., Cov(es,m¢) = 0 and the BN decomposition, and orthogonal e; to
restrict their IS to be in the range [0,1].

10



3.1 Brief Introduction

Our empirical analysis is based on this general framework but with the adop-
tion of different restrictions:

St _ [ St Vs _ _ (o o2 St—1 — M1 €5t
(ft) B <ft1) * (’Yf) (me = mi-1) (@21 0422) (ftl - mtl) * (6ft)
(12)

which is equivalent to:
St my ¥s—1 an—1  ap S¢—1 = M1
= + my — My_1) —
(ft) (mt> <’Yf - 1) (m 1) ( Q21 Qg — 1> (ftl - mtl)

(13)

We estimate with two different restrictions :
Model 1:

11 Q12 1 0
Qg1 Q99 o 0 1

and following De Jong and Schotman (2010), assuming ey, and ey are or-
thogonal.
Model 2:

The matrix (ZH Zm) is unrestricted. We still follow De Jong and Schot-
21 (V22

man by assuming ey and ey, are orthogonal.

Model 1 is the model proposed by De Jong and Schotman (2010), which
only allows the over/under-reaction of the efficient price shock. Model 2
is our generalized model, which allows endogenous and cointegration error-
correction mechanisms and over /under-reaction of the efficient price.

3.2 Identification of Estimated Models

The identification of model 1 is thoroughly discussed by De Jong and Schot-
man (2010). The restriction of the diagonal covariance matrix of transitory

11



term noise guarantees that the model can be fully identified.

The identification of model 2 follows the identification analysis in section 2.2.1
with p; restricted to the two market case. Specifically, the detail of the iden-
ap —1 12 )

Qg1 gy — 1

matrix can be over-identified from the ‘ratio’” of different lags of second mo-
ment restrictions from equation (6), and the remaining parameters (y-s, o2,
o2, and o2 ft) can be identified from all constraints. The detailed derivation
is in the appendix section 1.3 and corollary 1.

tification process is exactly the same as corollary 1 — the

3.3 Information Share of Estimated Models

The IS of both model 1 and model 2 can be calculated from the general model
and adding restrictions on the o matrix. The general model is same as before:

S\ _ [ St-1 s . _ [ a2 St—1 — M1 €5t
(ft) B <ft—1) * (W) (me = mi) (Om Oé22) (ft—l - mt—l) * (eft)
(14)

which is equivalent to:
S¢ my s — 1 a;p —1 a12 Sg—1 — My
= + my — My_1) —
(ft) (mt> (W - 1) (m: 1) ( Qo1 Qg — 1) (ft—l - mt—l)

(15)

To calculate the IS in equation (11), we need to calculate the variance-
covariance matrix of v, (Y). It is calculated following the process of the

12



generalized IS as follows:

St my Vs — 1 o —1 (03P St—1 — My—1
= + my —my_1) —
(ft) (mt) (W - 1) (m: 1) < 021 Qo9 — 1) (ft—1 — My

Vs o —1 Q12 St—1 — Myg—1 €5y
v = my — My—1) — +
! (W) (e 1) < Qo1 Qg — 1) (ft—l — mt—l) (eft)
/ Vs /03 4 (o~ 1 Cou [(St=1 — M1
vr) \Vf k g i —1 fi—1 —my_q
app — 1 Q12 / + Cov €Sy
21 Qg — 1 efi

St — Myg—1
ft — My

(16)

where the price innovation v, = ( ) following De Jong and Schot-

man (2010).
Here the Cov (

St—1 — My—1
ft—l — My
S¢ — My

ft_mt

) is estimated as follows by setting the transitory

part of p; as t; = < >, and Vec is the function mapping a matrix to

13

)



its numerator vector representation:
St my ¥s — 1 an—1 o
= + my — My—1) —
()= )+ G o) o= (M0 03)
St—1 — Mt—1 €S¢
+
(ft—l - mt—l) <€ft)
Ys — 1 o —1 o est
ty = My — My_1) — ti—q +
=) ememo= (M ) e ()

/
"o vs — 1 vs — 1 2 app — 1 12 /
E[ttv tt] - (/Yf . 1) (’Yf - 1) Urt + ( Qo1 oy — 1) E[tt7 tt]

The Cov 571~ -1
Jio1 — My

resentation.

Then we calculate the IS from the previous conclusion:

) is calculated by reshaping from its vectorized rep-

Yols = T_1¢0,1( (3;) — ¢0,2T)02

IS =750 ¢0,1( (3;) - ¢0,2 T) (18)

T = Elvvy]

where ¢ is an identification matrix and 1o = 0.

3.4 Parameter restrictions

Before we estimate the model and calculate the IS indicator, we still need
to discuss the restriction of parameters for model estimation. The first re-
striction is the IS within [0,1], as we discussed before. In addition, following

14



Andersen et al. (2022), our restriction needs to uphold the stationarity con-
dition. However, since in the multivariate case for N markets the stationary
condition is equivalent to restricting the analytical solution of the eigenvalue
to [-1,1] of the matrix rank up to N, and this can be as complex as restricting
the root of a polynomial function with the power of N, which might not be
feasible when N > 4, we do not pursue the general solution of the stationary
condition here, rather we only focus on the specific empirical cases previously
discussed.

We discuss the stationary condition of the special case model from equation
(12):

St\ _ (T + ¥s — 1 (M — my_r) — ap —1 Q12 St—1 — M1
i my Y — 1 ! - Q21 agy — 1 fre1 —

St — M\ _ Ys — 1 (M — my_r) — ap —1 Q12 St—1 — M1 n
fe —my Y — 1 ! - Qg1 agy — 1 fre1 —

(19)

Therefore, for the permanent-transitory representation, we require the tem-
porary part to be stationary or follow a random-walk”. The equation above

can be rewritten as a VAR (¢; = <St B mt) ):

ft — My
Vs — 1 app — 1 12 €S
ty = My — My_1) — ti_1+
! (%‘ — 1) (e 1) ( Qg1 Qg — 1) =t (eft)
PR ot I o fo + (vs = D1 + sy
! ay g —1) 77 (vp = Dre +efy
(’}/s — 1)7} + es;

(vp = Dre +efs
model, and the stationary restriction is equivalent to:

ajp —1 5P
L+ =0 21

"This is the case when the root is on the unit circle. We allow this case since Andersen
et al. (2022) allow =0 or 2.

(20)

Then setting €, = ( ), the model is equivalent to a VAR(1)

15
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Where I, is the identity matrix with rank of 2. For all eigenvalue A\ that
Al < 1.
Therefore, it is equivalent to both roots |A| < 1:

()\ + a1 — ].)()\ + Qo9 — ].) — (12091 = 0 (22)

Thus, we obtain the restrictions for our special cases:

Under Model 1:

11 Qg2 1 0

Q) \0 1
Hence equation (22) collapses to A = 0. Thus, A\; = A\; = 0 and the model
is stationary.

Under Model 2:

.. 11 (12 . . . .. .
The matrix is (a N is unrestricted. The stationary condition is equal
21 (22

to equation (22). In this case, the restriction of the as is rather complex.
Therefore, we check whether the coefficients indicate the model is stationary
following estimation.

Clearly, here we have the stationary condition of s; — m; and f; — m;. How-
ever, we are aware, the linear combination of stationary series might not be
stationary. The linear combination of stationary series is stationary if and
only if these series are jointly weak stationary. In our model, we observe that
Cov(sy — my, fron — mysn) and Cov(Sgyp — myrp, fr —my) are only related to
h and not to t. Therefore, the jointly weak stationarity condition holds in
our model and the condition of both s; —m,; and f; —m; being stationary is
a sufficient condition for s; — f; to be stationary.

4 Empirical Analysis

Having implemented our approach to dealing with the IS representation and
identification issues, we implement our multi-market model using data on

the SPY and S&P500 Emini (EMINT).

16



Table 1 presents some basic information about these two assets:

\ SPY ETF S&P500 EMINI
Unit Size 1/10th of Index  $50 xIndex
Trading Venue NYSE CME Globex
Ticker Symbol SPY ES
24-Hour Trading No Yes
Operating  Ex- 0.0945% None
penses

Table 1 SPY and EMINI contract details

4.1 Data

Due to its high liquidity, we use the SPY trading days of the year 2019. For
each day, we include all 6.5 common trading hours (9:30 AM to 16:00 PM)
of SPY and EMINI, with tick level frequency. All data is obtained from
Refinitiv datascope.

There are various popular high-frequency dataset filters, and we follow Kalev
and Duong (2008) and Wallace et al. (2019) to filter the dataset using the
following steps:

a. Since we are dealing with a period of whole year, we account for the
issue of rolling (Emini) contracts following Kalev and Duong (2008), and
Wallace et al. (2019) and generate the future contract price as follows:

i. Only the Emini contract closest to the maturity month is used.

ii. The contract is rolled over to the next when it enters its maturity
month.

b. By construction, SPY is % of the scale of the S&P500 Index and S&P
future contracts. Therefore, following Hasbrouck(2003) and Budish et al.

(2015), we scale the SPY by ten.

c. The difference between the scaled SPY and Emini still includes two ma-
jor discrepancies: the cost-of-carry and the cash component of the ETF.
Following Hasbrouck (2003), we allow the constant component in the state-
space representation and VAR framework per estimation window. Specifi-
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cally, Hasbrouck (2003) argues that it is robust to assume that the difference
is constant at the daily frequency. Since we are using the shorter window,
this assumption should be reasonable.

Tables 2-3 report the summary statistics of the SPY and the EMINI. We
observe that both trading volume and the Amihud Illiquidity measure indi-
cate the SPY market is far more liquid than the EMINI market.

Month Price Range Volume Illiqﬁir(rilil?yu(ge-S)
Jan, 2019  259.70 (5.90) 3.22 (1.28) 825.20 (199.12) 1.81
Feb, 2019 275.05 (3.80) 1.91 (0.58) 615.78 (103.53) 1.27
Mar, 2019 279.96 (2.49) 2.60 (1.14) 684.86 (143.80) 1.73
Apr, 2019 289.57 (2.53) 1.59 (0.52) 482.27 (85.63) 1.46
May, 2019 285.46 (4.76) 3.14 (1.25) 708.02 (213.76) 1.96
Jun, 2019 288.96 (5.32) 2.22 (0.89) 561.84 (162.95) 1.56
Jul, 2019  298.86 (1.78) 2.00 (1.05) 434.70 (138.03) 2.59
Aug, 2019 289.78 (3.41) 4.13 (2.01) 769.76 (309.42) 2.81
Sep, 2019  298.03 (2.82) 2.35 (1.02) 552.78 (138.94) 1.87
Oct, 2019 297.21 (4.73) 2.52 (1.31) 522.13 (210.54) 2.35
Nov, 2019 310.13 (2.64) 1.49 (0.40) 438.36 (97.63) 1.56
Dec, 2019 317.44 (4.30) 1.66 (0.89) 499.86 (226.49) 1.82

Table 2 Descriptive Statistics of SPY
Note, the table reports the descriptive statistics of SPY. Volume is the av-
erage daily traded volume in units of 100,000 and Amihud Illiquidity is the
daily average scaled by 1078, Range is the average daily price range where
the range is the daily high price minus the daily low price, and price is the
average daily transacted price. The standard deviation of each statistic is in
parentheses.
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Month Price/10 Range/10 Volume thﬁgilglc(le_ 5)
Jan, 2019  260.32 (5.80) 3.26 (1.29) 12.40 (2.61) 1.19
Feb, 2019 275.23 (3.69) 1.90 (0.60) 10.22 (1.88) 0.79
Mar, 2019 280.83 (2.84) 2.63 (1.15) 9.87 (5.34) 4.87
Apr, 2019 290.51 (2.38) 1.61 (0.52) 8.70 (1.54) 0.79
May, 2019 285.68 (4.98) 3.16 (1.26) 14.16 (4.25) 1.01
Jun, 2019 289.43 (5.60) 2.24 (0.89) 6.34 (5.69) 2.06
Jul, 2019 299.80 (1.64) 2.03 (1.06) 8.47 (2.20) 1.39
Aug, 2019 280.94 (3.44) 4.11 (2.03) 14.25 (4.63) 1.48
Sep, 2019 298.33 (2.77) 2.41 (1.05) 7.11 (5.62) 12.35
Oct, 2019  297.77 (4.62) 2.55 (1.33)  9.89 (2.98) 1.21
Nov, 2019 310.23 (2.52) 1.51 (0.41) 8.24 (1.65) 0.82
Dec, 2019 317.88 (4.78) 1.67 (0.90) 5.53 (5.04) 11.6

Table 3 Descriptive Statistics of EMINI
Note, the table reports the descriptive statistics of EMINI. Volume is the
average daily traded volume in units of 100,000m, price and range are the
average daily traded price in units of 10 and Amihud Hliquidity is daily aver-
age scaled by 107°. Range is the average daily price range where the range is
the daily high price minus the daily low price, and price is the average daily
transacted price. The standard deviation of each statistic is in parentheses.

4.2 Abnormal Autocorrelation

Following Andersen et al. (2022), firstly, we investigate the autocorrelation
pattern or return dynamic in SPY and EMINI. The abnormal autocorrelation
structure has been mentioned in various papers (e.g., Hansen and Lunde,
2006). Andersen et al. (2022) indicate by plotting the volatility signature
plot that several stocks exhibit abnormal positive autocorrelation on various
days. We find a similar pattern in our case. For example, figure one presents
two kinds of observed patterns in the volatility signature plots of the SPY3.

8We find similar patterns within the EMINI market.
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x10° Day 9 Day 23

Figure 1: Volatility Signature Plots

The left figure is the volatility plot of the 9th trading day of Sep, and
the right figure is the 23rd trading day of Sep. As discussed by Hansen and
Lunde (2006) and Andersen et al. (2022), if the autocorrelation of return is
always negative, the volatility signature plot should have a downward trajec-
tory (as shown on the left). However, on the right-hand side we observe some
evidence of an upward trajectory. This suggests evidence of autocorrelation
dynamics within the series. Moreover, we identify some complex volatility
signature plot structures. For example, figure 2 plots the 17th trading day of
Sep. Here, the volatility signature plot indicates an autocorrelation pattern
that is far more complex than the ’all negative’ pattern that many previous
market microstructure models assume.

0.013 1
0.012
0.011
0.01 [ p
0.009

0.008

0.007
Figure 2: Volatility Signature Plot

This primary evidence suggests that the autocorrelation pattern in the
SPY and EMINI markets can be quite complex. Thus, it is important
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that any model is able to capture more complex and longer autocorrela-
tion structures. One straightforward way is to incorporate the endogenous
error-correction mechanism as indicated by Andersen et al. (2022).

4.3 Statistical Results

The log-likelihood-ratio test is used to examine whether our unrestricted
model 2 (capturing the error-correction mechanisms and transitory noise cor-
relation) fits the data better than restricted model 1 (De Jong and Schtoman
(2010) model). We find that out of 9777 windows, the log-likelihood ratio
test indicates that in 9746 windows, model 2 are preferred compared to model
19, which indicates that more than 99% of the time, model 2 is statistically
better than the De Jong and Schotman (2010) specification, model 1. Table
4 reports the intraday pattern of the likelihood ratio test results. It is ob-
served that model 2 consistently outperforms model 1.

H Percentage that model 2 is preferred H

Average 99.17%
Min 98.02%
Pct50 98.81%
Max 100.00%

Table 4 Descriptive Statistics of Likelihood Ratio Test
Note, the table reports the descriptive intraday statistics of the Likelihood
Ratio test. The descriptive statistics were based on the estimation/LR test

result regrouped by the period. For example, the first group contains the
estimation/LR test result of 9:30 AM-9:40 AM on all days.

4.4 Model Estimation Result

For estimation, we split the tick level data of full 6.5 common trading hours
(9:30 AM to 16:00 PM EST) of SPY (s;) and EMINI (f;) by every 10 minute
, giving a total of 39 trading windows each day. The intraday pattern plots

9We remove the window Jul 3, Nov 29 and Dec 24 after 12:15 due to missing data.
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are calculated by average for each 10 minute intraday window across all days
in the sample. For example, for the intraday pattern of 9:30 AM to 9:40 AM,
we calculate the average of the estimates from all 252 trading days for the
window 9:30 AM to 9:40 AM.

Recalling equation (12), we can separate out the two error-correction mech-
anisms and rewrite the equation as follows:

S¢ St—1 Vs a1 + Qo 0 St—1 — My
= + —my ) —
(ft) <ft—1) (W) (e = mys) ( 0 Qg + Ozzz) (ft—l — mt—1)

g X (8i-1 — fi1) €5t
T (&21 X (ft—l - St—1)> * (eft)

where s; is the log spot price of the spot market SPY at time t, f; is the
log spot price of the EMINI futures market at time t, and m, is the efficient
price at time t.

From equation (23), 7, and s capture the spot price reaction to the effi-
cient price change within the SPY and EMINI markets. When 7, or v is
in in the range (0,1), the underlying market partially reflects the efficient
price change. When 7, or 7y is 1, the underlying market perfectly reflects
the efficient price change, and if either is 0, the efficient price change is not
reflected at all immediately. Therefore for most cases we expect v, and vy
be estimated in the range [0,1]. (11 + a12) and (a9 + agg) capture the
endogenous error-correction mechanism. When (a7 + aq2) or (ag; + agg) is
in the range (0,1), it means the underlying market is partially correcting its
own historical pricing error. When (a1 + aq2) or (ag; + agg) is 0, it means
the underlying market does not correct its own historical pricing-error at all,
and either term is 1, its own historical pricing-error is fully corrected. Equiv-
alently, therefore, we expect most estimates of (aq; + aq2) and (a9 + ag2)
to be in the range [0,1]. Lastly, aj and aw; captures the cointegration type
error-correction mechanism. When «jy or ay; in the range (-1,0), it means
the underlying market past cointegration pricing-error is partially corrected.
Similarly, when aqs or as; is 0, it means the price difference between these
markets (cointegration pricing-error) is not corrected at all, and either term
is -1, the price difference is fully corrected. Therefore, we expect most aqs
and ag; in the range [-1,0].

(23)
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4.4.1 Estimation of Multivariate Framework without Error-Correction
Mechanisms

In this section, we provide the estimation of model 1 (De Jong and Schot-
man (2010)’s framework). Table 5 reports the summary statistics fo the
estimation. Generally, the mean estimation of each parameter is in line with
expectations, though estimation of higher moments indicates some potential
instability in parameter distributions.

Vs Vf Std(r) std(est)  std(efy)

Mean 0.76 0.80 3.25E-05 1.13E-05 2.32E-05
Std 024 024 1.95E-05 7.19E-06 1.48E-05
Skewness -0.91 -1.07 1.92 24.94 56.10
Kurtosis 3.09 3.63 9.17 953.32 3911.48
Pctl 0.08 0.09 8.68E-06 1.70E-06 1.55E-05

Pct10 044 0.50 1.40E-05 7.17E-06 1.90E-05
Pct25 0.53 0.60 1.90E-05 8.99E-06 2.06E-05
Pct50 0.85 0.90 2.76E-05 1.10E-05 2.25E-05

Pct75 0.94 098 4.04E-05 1.30E-05 2.47E-05
Pct90 1.00 1.03 5.72E-05 1.50E-05 2.70E-05
Pct99 1.09 1.14 1.02E-04 2.23E-05 3.43E-05

Table 5 Estimation of model 1
In figure 3 we report each market’s reaction to an efficient price change
7 from De Jong and Schotman (2010)’s model. The parameter distributions
are not very stable, but it can still be observed that the scale of v, and
are roughly the same. This suggests that, as expected, the SPY and EMINI
market react to the efficient price shock in similar ways.
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Figure 3: 75 and «y; of model 0

Similarly, the scale and the distribution of the volatility estimation from
De Jong and Schotman (2010)’s model are also in line with expectations.
Figure 4 presents the standard deviation of efficient price change and the
transitory noise terms of two markets. Both the scales and the distributions
are as expected.

Figure 4: Std(r;), Std(es;) and Std(ef;) of model 1

The distribution pattern of the information share of the SPY and EMINI
markets are presented in figure 5. The plots suggest the IS of the two markets
does not match prior expectations and previous literature. Normally, the IS
(or the efficiency of the reaction to an efficient price change) should be similar
for these two markets since both markets have their relative advantages:
The SPY market attracts more investors due to its very high liquidity (from
table 2 and table 3), while the EMINI market is naturally attractive to
informed investors due to leverage. Therefore, we expect the IS of these two
markets should be similar. However, figure 5 indicates that the SPY market
reacts to the efficient price change more efficiently comparing to the EMINI
market. We believe this is inconsistent with the common understanding of
these markets.
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Figure 5: SPY and EMINI IS

Moreover, roughly speaking, the IS is mainly determined by the coefficient
of vs, 7, and the inverse of the volatility of the transitory noise ((es;) and
(efi)). In other words, for each market, the closer v, or v, are to 1, and
the smaller the transitory noise terms are, the larger the IS. However, as
indicated, the scale of v, and 7, are similar, as are the two transitory noises,
yet the ISs of these two markets are very different. We believe this indicates
that model 1 does not perform well in this case due to the strong assumption
that the two markets are only correlated through the efficient price change.
This assumption does not ideally fit the case selected.

4.4.2 FEstimation of Multivariate Framework with Error-Correction
Mechanisms

In this section, we provide the estimation of our model that accounts for
the over /under-reaction of the efficient price change, endogenous and cointe-
gration type error-correction mechanisms, the volatility of the efficient price
change and transitory noise of the two markets, and the co-movement cap-
tured, but unexplained, by our framework.

Table 6 reports the summary statistics of our model 2 estimation. The
majority of the statistics fit with expectations. Moreover, the higher mo-
ment statistics indicate the distributions of model 2 estimation are more
stable than the distributions of model 1 estimation.
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s v ajp a1z a2 g1 ag1 + a2 Std(re) std(est) std(efy)

Mean 0.94 0.99 0.13 -0.11 -0.06 0.65 3.31E-05 8.85E-06 1.62E-05
Std 0.10 0.13 0.30 0.14 0.43 0.64 2.07E-05 4.94E-06 6.24E-06
Skewness -0.97 -0.42 0.44 -0.64 0.45 0.23 6.00 5.08 3.86
Kurtosis 12.31 13.18 3.76 6.27 2.97 2.97 164.31 101.30 89.00
Pctl 0.64 0.61 -0.56 -0.54 -0.93 -0.63 8.77E-06 4.56E-07 2.17E-06
Pctl10 0.81 0.88 -0.21 -0.29 -0.58 -0.23 1.45E-05 3.42E-06 8.95E-06
Pct25 0.89 0.94 -0.03 -0.19 -0.36 0.26 1.96E-05 5.98E-06 1.27E-05
Pct50 0.96 0.99 0.07 -0.10 -0.04 0.66 2.81E-05 8.60E-06 1.65E-05
Pct75 1.00 1.04 0.29 -0.02 0.12 0.97 4.09E-05 1.14E-05 1.97E-05
Pct90 1.04 1.13 0.55 0.03 0.60 1.54 5.79E-05 1.42E-05 2.25E-05
Pct99 1.16 1.35 0.94 0.19 0.97 2.20 1.03E-04 2.02E-05 2.91E-05

Table 6 Estimation of model 2

In terms of the reaction of each market to a change in the efficient price
and how v evolves across time, figure 6 reports the distributions of v, and ~y
while figure 7 plots the intraday patterns of 7, and «;. As shown in equation
(23), v = 0 indicates that the efficient price change is not reflected within
the underlying asset price while v = 1 indicates the efficient price change
is fully reflected within the underlying asset price. Therefore, for the SPY
and EMINI markets, we observe the efficient price change is mainly reflected
within both price series (under-reaction to the efficient price change occurs
when v < 1 and over-reaction when v > 1). This echoes our expectation
because, in the year 2019, both these markets are very efficient regarding the
information shock.
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Figure 6: 7, and vy

We observe that the distributions of 75 and 7 from model 2 more closely
represent a normal distribution compared with the estimations of model 1.
The intraday pattern of v, indicates that shortly after the SPY market opens,
the asset price is more sensitive to an efficient shock and related investors
are more active. It suggests that the SPY market is more information-driven
during this period. On the other hand, the EMINI market is typically very
sensitive to efficient price change since its ¢ is always around 1. Shortly after
SPY market opens and before it closes, the EMINI market is more efficiently
reflecting the efficient price change comparing to other periods. Overall, gen-
erally, both markets are pretty efficiently reflecting the efficient price.

e

Figure 7: Intraday ~y, and -y

As shown in equation (23), ay; + a9 captures the endogenous error-
correction mechanism within the SPY market, and as; + aigs captures the
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endogenous error-correction mechanism within the EMINI market. When
either of these terms is 0, it means the past pricing error regarding its own
historical price is not corrected. When the estimated coefficients sum to 1,
then its own past pricing error is fully corrected.

Figure 8 reports the distributions of the endogenous error-correction mecha-
nisms as captured by aq; + a2 and ag 4+ aige. Figure 9 reports the intraday
patterns of aq; + aqo and gy + Q9s.
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Figure 9: Intraday a1 + a1 and aig; + aigs

It is observed that figure 8 and figure 9 indicate that most of the time,
both the SPY and EMINT are partially correcting their past individual pricing
error. Though, the proportion of past pricing-error being corrected, is larger
in EMINI market than in the SPY market. This is consistent with expecta-
tions, since the EMINI market is more leveraged, and investors are therefore
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more actively hunting the pricing error within its own historical price. Our
findings suggest endogenous pricing-error seekers are continuously active in
both the SPY and EMINI markets during the entire trading period (every
10 minute window), with investors in the EMINI market more efficiently cor-
recting past pricing errors compared to SPY investors. On intraday level,
our estimation indicates that the SPY market is more efficiently correcting
its past pricing-error during middle of the day, and the EMINI market is
more activelly correcting its past pricing error shortly after the SPY market
opens and in the middle of the day.

Again, as shown in equation (23), the second type of error-correction
mechanism in our model — the cointegration type error-correction mecha-
nism, is captured by g, in the SPY market, and by as; for the EMINI
market. When either aqs or as; is 0, the price difference between the SPY
and EMINI is rarely corrected with the respective underlying market. When
either coefficient is -1, the two-market pricing error is fully corrected within
the respective underlying market. Similar to earlier results, we present the
distributions of ar19 and awg in figure 10 and the intraday patterns in figure 11.

1400

1200
1000

800

400
200

-1 08 06 04 02 0 02 04 06 08 1 1 08 06 04 02 0 02 04 06 08 1

Figure 10: aqo and ag
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Figure 11: Intraday aqo and ag

Figure 10 (left panel a2 — SPY, right panel ap; — EMINI) indicates that
the cointegration error-correction mechanism plays an important role in both
the SPY and EMINI markets. This suggests that the SPY and EMINI mar-
kets are learning from each other.

The intraday pattern in Figure 11 indicates the existence of a ‘highly information-
driven period’ (shortly after the opening and before the closing of the SPY
market) when investors are more actively searching the price difference be-
tween these two markets, and the cointegration type error-correction mecha-
nism is more active. This is represented by the two inverse "U’ shapes in the
figure.'?

Figure 12 reports the distribution and figure 13 plots the intraday pattern
of the standard deviation of efficient price change r;, and the transitory noise
terms of the SPY and EMINI markets (ey; and ey;).

Figure 12: Std(r;), Std(es;) and Std(ef;)

10We aware that from 9:30-10:00 AM the cointegration error-correction mechanism is
less active than 10:00-10:30AM, but still the first 30 minutes cointegration error-correction
mechanism is pretty active comparing the average of the day.
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Figure 13: Intraday Std(r:), Std(es;) and Std(ef;)

From figure 13 it can be observed that both these markets receive more
information shortly after the opening and before the closing of the SPY mar-
ket, reflected by higher efficient price shock volatility. Moreover, as expected,
the transitory noise in both markets is stronger during these periods due to
the presence of more active investors and more volatile markets.

The intraday pattern of the information share in the SPY (left panel)
and EMINI (right panel) markets is presented in figure 14. The IS of each
of the two markets are similar, meaning the SPY and EMINI markets are
roughly equally actively reflecting the efficient price change. This echos our
earlier result, especially with respect to the estimation of v, and ;. More-
over, the intraday pattern of the SPY and EMINI ISs is also consistent with
our earlier findings. At the opening of the SPY market, the information
share is significantly higher than at other periods, so is 7. Conversely, the
information share from the EMINI market, 7, is higher shortly before the
opening and closing of the SPY market. This pattern indicates that shortly
after the opening of the SPY market, due to the inflow of information, both
SPY and EMINTI reflect the efficient price change more actively compared to
other periods or is more sensitive to information than during the rest of the
day due to the more active investors. During the closing of the SPY market,
the EMINI market becomes more sensitive to efficient price changes or infor-
mation shocks. In general, the IS estimation echoes our previous estimation
— the two markets have similar ISs, but each market is active at a different
point in the trading day.!!.

The IS is more closely related to the v, and 7 (over/under-reaction to the efficient
price change), rather than the two error-correction mechanisms
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Figure 14: SPY and EMINT IS

5 Conclusion

We propose a framework as a generalization of both the endogenous pricing-
error model of Andersen et al. (2022) and the IS framework of De Jong
and Schotman (2010) to establish a richer model at the microstructure level
to better measure information shares. We make multiple methodological
and empirical contributions to the literature. (1) Our generalized framework
provides a solution to the identification issues associated with the model of
Andersen et al. (2022). (2) We generalized the IS framework of De Jong
and Schotman (2010). (3) Our framework fills the gap between various mar-
ket microstructure models and IS estimation by extending the IS from Has-
brouck (1995) and De Jong and Schotman (2010). (4) The intraday pat-
tern of various market mechanisms (over/under-reaction of the efficient price
change, and endogenous and cointegration error-correction mechanisms) and
the IS can be captured with our framework more accurately without higher
frequency dataset and computational power. (5) We provide an example
that when the endogenous pricing-error terms are included in the model,
the model can capture further second moment/autocorrelation constraints.
Our empirical analysis highlights that (1) Both the SPY and EMINI mar-
kets actively reflect the efficient price change. At the intraday level, both
of them are more efficient shortly after the opening of the SPY market, and
the EMINI market is also very efficient shortly before the closing of SPY
market. (2) Both the SPY and EMINI markets are partially correcting their
past endogenous pricing-error. Shortly after the opening and before the clos-
ing of the SPY market, both SPY and EMINI have more active endogenous
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error-correction mechanisms. Compared to the SPY market, EMINI is more
efficient in correcting its own historical/endogenous pricing-error. (3) The
cointegration pricing-error are partially corrected in both the SPY and EM-
INI markets. At the intraday level, for both SPY and EMINI markets, the
cointegration error-correction mechanism is more active shortly after the SPY
market opens and shortly before the close of the SPY market. (4) During our
estimation period, SPY and EMINT’s ISs are found to be similar, indicating
that these two markets are roughly equally active in reflecting the efficient
price dynamics or information shock. At the intraday level, SPY is more effi-
cient shortly after it opens comparing other times, and the EMINI market is
more efficient shortly after the opening and before the closing of SPY market.
These patterns echo the intraday pattern of the over/under-reaction of the
efficient price change coefficient. (5) As expected, there is more information
flow shortly after the opening and before the close of the SPY market, which
is captured by the volatility of the efficient price change. The transitory noise
is also larger for both the SPY and EMINI markets in these two time periods.
Overall, our proposed framework highlights the importance of capturing the
different dynamics and mechanisms at play in the multiple market setting.
We observe notable intraday patterns that further underline the importance
of a better and richer understanding of intraday dynamics, mispricing, and
learning mechanisms and how these impact price discovery and information
shares.
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Mispricing, Learning, and Price Discovery -
Appendix

1 Identification of the General Framework
In this part, we discuss the identification of the generalized model below.

pe = Imy + ary + @p(p,my) + e (1)
My =Mg—1 + 7t

where m; is the scalar of efficient price at time t, 7 is the scalar of efficient price
change at time t. For the general K cointegrated markets case, p; is a K x 1
vector contains the spot price of K markets, a is a K x 1 vector of coefficients,
1is a K x 1 vector of 1, &, is a matrix of linear combination of lagged p; and
my. e; is a K x 1 vector of normal distributed noise terms. In our framework,
we restrict Cov(ry,r—;) = 0, Cov(ey, e,—;) = {0}, Cov(r;,e;) =0 for all i, j €
N', where {0} is a K x K matrix of 0 and 0 is a K x 1 vector of 0.

1.1 Identification Restrictions

Firstly, we discuss the identification constraints of estimation. Easily, eq.(1)
can be written as following by decomposing ®,(ps, m:) = P11(pr — lmy_1) —
Do (my — my—1)1. Therefore, the eq(1) can be written as following:

Dt = Tmy + D11 (pr — Imtfl) — ®or(my — mtfl)f"‘ et
(I —@11)(pr —mp—1) = (I— @2LT)7’t + e
pe—mu—1 = (I — @) (T = BopD)ry + (I — D11) ey (2)
Apy = TLry 4+ (I — LY(I — ®17) YT — 1)1y
+ (I —L)YI —®11) tes

Where I is K-by-K identity matrix, L is the lagging indicator and Ap; =
Pt — Pt—1.

To analyze the return dynamic of the model above, we need to decompose the
(I — @11:)_1 and ®o,.

Since ®,7, contains lagging indicator, we can write ®o7, as ®or, = Vo2 + 1 2L+

Here 0 is not included.



Y922 + ..b, 2 L™ by reorganizing based on lagging terms?.

For (I —®;7)~ !, the decomposition would be slightly more complex and include
potentially infinite count of terms. In this case, we assume ||®11|| < 1. The
infinite term representation is normally needed because of the inverse of lagging
metrics. It can be achieved by unfolding the following decomposition to factor-
ization from the matrix of polynomial of L to the product of the highest power
of 1. Therefore, we can move the lagging indicators out, and W¥;; matrices do
not include lagging indicator L. 3

Specifically, here we firstly decompose (I —®17)~! to finite amount of ” factors”
and then decompose each of these finite terms into infinite terms as follows,
where ®;; does not contain lagging term:

(I—=®1) ' =P (I - L) (I —PnL) " .(] — @i L)
= 0o (I + O L+ 03 L2+ )T+ Py L+ DL L%+ ..)...

(I+®nL+ 07 L%+ ...) (3)
=®o1 [[D T+ 2, L)
k=1j=1

On the other hand, we rewrite the eq.(3) as following;:

(I — (I)lL)71 = ¢o1+ L Z D1+ L? Z Qp,1Pp,1+

p1€[L,1] p1,p2€[1,i]

L3 Z By 1Dy 1Pyt + ..

P1,p2,p3€[1,4]

Then this equation can be simplified as:

(I—®11) ' =¢o1 + 1L + 21 L% + ...

¢m71: Z H(bpql (5)

pqe€(l,i] g=1

where m,q as integer and p,, not necessarily different from p,, for m # n.

To distinguish these two kinds of decomposition, for infinite decomposition (for
(I — ®11)71) we use ¢ as coefficient metrics, and for finite decomposition (for
(I — ®31,)) we use ¢ for the decomposed coefficient metrics (there is no lagging
term embedded in these matrices).

Since we assume that the noise is normal distributed, our constraints would be
the second moment conditions.

Before we calculate the moment restrictions of E[p:, p:—’], we rewrite out the

2Finite count of terms

3For example, for a one-by-one matrix of (I —®;7)~ ! = [(1 —3L+2L%)1] is decomposed
to (1—2L)"'(1—L)~'. Then (I —®11L) =1 —2L and (I — ®2;L) = 1 — L. In this way, the
W;1 matrices do not include the lagging indicator L.



Ap; with following setting to simplify the equation above:

= ¢o,1
Am = Om1 — dm—1,1 (©)
By =1—102
B, = *wm,Q

Then the Ap; as following and splitting the p; to two parts, the lagging terms
of ry — my —my_1 and e; of time from (1) t-h+1 to t and (2) the others with
higher lags from eq.(2):
Apy = TLry + (Ao + A\ L + AyL? 4 ...)(Bo + B1L + BoL? 4 ..)Tri+

(A + A1 L+ Ao L? + .)ey

71Lrt+ZZA B, Q+ZA L7e,

p=0 q=0
o p .
=D AB, ILPr; + Z A L7 " Llrey + Gr(re, Lylag < h) + Ge(es, Ly lag < h)
p=h q=0 r=h

(7)

where G, (r¢, L,lag < h) and G.(et, L,lag < h) are the terms with r;_p11 to
and €t—h+1 to e;.
Therefore, the p;_ as:

oo p o0
Apip =1Ly + >3 " AgBy I L"LP + > A, L"L"e; (8)
p=0 g=0 r=h

Then E[Ap;Ap,_,] can be written as following:

h+1 p

E[Ap;Apy 1] ZA Bhi1- qffawtz > AgB, )IT( ZA By_h_q)

p=h q=0
ZATQA;,_h
r=h

9)

is the variance of efficient price shock r;, the £ is the variance-
covariance matrix of the transitory noise e;.

The equation(9) are our constraints for all h € N. Therefore, our general model
captures all second moment restrictions across all lags. For the infinity equation
sets equation(9) for h in [0,00), in general we can say that in many cases this
is strong enough to identify/over-identify the parameter set [A4,, By, Uw Q] for
multivariate model. If not, we can easily add some restrictions (e.g., De Jong
and Schotman, 2010, who is restricting the transitory noise variance-covariance

matrix diagonal) for identification. This is because A, are constructed by the

where 02



series of ¢, 1, and the ¢, 1 is set from i coefficient metrics ®,,_; from equation(5),
and B, are constructed by the finite decomposition series of 4 2. Therefore,
in general we have infinity amount of restrictions from equation(9) by infinity
amount of h from [0, c0), and we are estimating i K-by-K coefficient matrix A,,
n K-by-K coefficient matrix of By, a scalar O’?t and a K-by-K variance-covariance
matrix €.

We are aware that we did not provide strict analytical proof of when and why
equation(9) is strong enough to identify/over-identify the coefficients because
(1) we believe this is far beyond our scope (2) for most of the use cases, this
can be easily identified by following the special cases we provide, and (3) for
the models with too many lagging terms it might not be realistic because of
the extremely heavy computational burden. We provide an example of how the
special case of only lag 1 of endogenous and cointegration error-correction and
over /under-reaction of the efficient price shock model is identified, we believe
this should be the good enough because (1) reasonable computational burden
(2) it already captures both of the error-correction mechanisms with further
lagging (these terms are gradually decayed in an exponential pattern). Before
providing the identification of special cases, we would first argue why the two
error-correction mechanisms of lagging 1 is already reasonably capturing the
behavior of further lagging.

1.2 Two Error-Correction Mechanism Analysis

In this part, by discussing two markets model with lag 1 error-correction terms?,

we argue that the lag 1 terms has already captured the further lagging error-
correction mechanisms with reasonable structure. In other words, we discuss
what endogenous error-correction mechanism really captures in the multivariate
case.

For simplicity, we consider this simplified model with two markets (s; and f;)
with over/under-reaction to the efficient price shock and only include lagging 1
of error-correction mechanisms:

St St—1 Vs @11 Q12 St—1 — Mt—1 €5t
= + My — My_1) — +
(ft) (ft—l) (’Yf) (me t-1) (0621 0422) (ft—l - mt—1> (th)
(10)
Which is equivalent to the following permanent-transitory decomposition:

st\ _ [ s — 1 _ (ot —1 0
(ft> a <mt) * <7f - 1> (me = mu—a) ( 0 o1 + g — 1

Sg_1— M1 a1z X (8¢-1 — fi—1) esy
(ft1 - mtl) * <a21 X (fe-1— Stl)) * <€ft)

4Error-correction terms of t-1, e.g. St—1 —Mmy—1.

(11)




For simplicity, we rewrite the model by setting the following:

75_1
G:

(Vf—1>
M<a11+a12—1 0 )

0 o1 +age — 1

v ) 12

t — St — My
K fr —my
CtZSt—ft
B

el =G(my —mu_1) + e

Therefore, the model can be written as: °

tt = Mtt_l + NCt_l + ef
(I — ML)t; = NLc; + €
ty=(I ML) *NLc;+ (I — ML) ‘el

13
ty =+ ML+ M?L?+ .)NLc¢; + (I + ML+ M?L? + ...)e* (13)
(oo} ) [ee] )
ty= (D (ML))Nciy + (D _(ML)"el
1=0 1=0

Or, equivalently, if we consider finite length time series, we can get same rela-
tionship by iteration.
tt = Mtt,1 + Nthl + 6?
=M(Mt,—o+ Nci—o+e€l )+ Ny + eff
= M?t_9+ N(ci—1 + Mcy_o) +eff + Mel' |

(14)
t—1 t—1
= Mt71t1 + NZM’LilCt,i + ZM’LileéL_,H_l
i=1 =1

From these two representations above, we can clearly see that the t; can be de-
composed into the weighted sum of lagged cointegration error-correction term
¢, lagged efficient price change m; — m;_; and noise term, till the time of t-1
(not including t-1).

Therefore, the endogenous error-correction terms of ¢;_7 is the linear combi-
nation of the lagged terms before t-1. In another word, our model have three
patterns: endogenous error-correction terms (e.g. S¢—1 — mt,l) is responsible
for all information before t-1. Specifically, it takes over the over/under-reaction
of the cointegration error-correction term, efficient price change, and market

5We still assume ||M]| < 1.



microstructure noise before t-1 with a decaying speed of matrix M. This is in
line with Andersen et al. 2022 paper, indicating their error-correction term is
capturing the past transitory part before t-1. This is also reflected in our spe-
cial case identification discussion in the following sections. The cointegration
error-correction term captures the price level difference of these series at time
t-1. The efficient price change term captures the over/under-reaction of efficient
price change at time t-1. Therefore, in general, these three terms capture totally
different patterns, which makes them orthogonal from one to the other.

Back to our original question, clearly from equation(14) we can see that the
endogenous error-correction term captures the past endogenous pricing-error,
past cointegration pricing-error, and past over/under-reaction of efficient price
shock, with a reasonable decay rate of matrix M. Therefore, even our special
case model only included the lag 1 of the error-correction terms in the rep-
resentation, the slow decay patterns of further past pricing-errors are already
captured 7. Hence, we would consider the special case model that only includes
lag 1 of the error-correction terms.

1.3 Identification analysis

Due to the complexity of the identification analysis of the most generalized
framework, also since the lag 1 endogenous error-correction terms reasonable
well capturing the further past two error-correction patterns with acceptable
decay rate, we discuss the identification issue of this special case model with
over /under-reaction of efficient price shock and lag 1 of error-correction mecha-
nisms. Moreover, this identification analysis process can also be easily applied
for most of the special cases of our generalized framework. We consider the
model below: . .

pe=1my +ary + @(pi—1 — Ilmy—1) + e (15)

For the K market case, p; is a Kx1 array of asset price, Tis a Kx1 vector of
1, my is the efficient price scalar, ® is a KxK matrix (Notice, since we already
fixed the lagging structure, ® is a matrix but not a function), « is a Kx1 array
of coefficients, and e; is a Kx1 array of noise.

Since we are assuming the noise follows normal distribution, and following De
Jong and Schotman (2010) and various literature, we calculate the second mo-
ment conditions as constraints. But first, we make some preparations from
equation(15) (where I is the KxK identity matrix):

Pt — Tmt = @L(pt - Tmt) + arg + €t
(I—®L)(p — Tmt) =ar; + e (16)
(pe — Imy) = (I — L) (or + e;)

5||M| < 1.

7As we are expecting, the further lagged pricing-errors should be less significantly affecting
future price change comparing to the more recent pricing-errors pattern. In other words,
investors would care more about more recent price series rather than the further lagged ones.



Set (I — ®L)~'=I'(L),® the price change Ap; calculated as following:
pe=1Imy +ar + ®(p—1 — Ime_y) + e
pe — Imy — ®L(py — Imy) = ary + e
(I —®L)(pr — Tmy) = ary + e

. (17)
pr—1my = (I — @L)_l(art +et)
Pt = 1mt + ( ) (()éTt + €t)
Apy = 1ry + (I —L)(I —®L) Y (ar; +e)

Since (I — ®L)™t =1+ ®L + ®2L? + ... when ||®|| < 1.

Apy = Try + (I = L)(I + ®L + ®*L? + ..)(ary + €;)
=Tr + [T+ (@ - DL+ @@ - DL* + %~ N)L* + ..J(ar, +e) (18)
=(T+a)ri+e+(®—I)(L+L:+ L3+ ..)(ar, +e;)

With the representation above, we can write out the second moment constraints.

E[ApAp)) = E[(T+ a)ry + e+ (® — I)(L + PL? 4+ O2L3 + ..) (ar, + ¢,))
(T+a)r + e+ (D —I)(L+PL> + B2LE + .. ) (ary + e4))]
= E[(T+a)r +e + (& —I)(L+PL? + P2L3 + ..)(ary + €;))
(T +a)r + €+ (ar, +e) (L + PL? + 2L + ..) (& — )]
= BE[11r? + Ta/r2 + o172 4 (ary + e)(ars + ;) + (@ — I)
(L4 ®L* + 2L + ..)(ar; + ) (ary + ;) (L + ®L? + &2 L3 4 .Y
(©—1)]
=110, + Ta/0?, + al'o?, + 2+ (& — 1)
E[(L(ar; +e;) + ®L*(ary + ) + ..) (L(ars + ep) + L (ary +e;)'® + ...)]
(®—1)]
= 1102, + 102, + al'0?, + S+ (& — 1) (2 + LBy + B2ND? + )
(P —I)

o0
= 1107, + Ta'o?, + a0, + £+ Y (2 — )B* S5 (Pr — 1)
k=0
(19)

where ¥ = E[(ar; + e;)(ary + e;)'] and &7 = ®’. The equation above is sim-
plified because cov(r;,e;) = 0 for all [i,j] in N, and cov(r;,r;) = cov(e;,e;) =0
for all[i,j] in N and ¢ # j. Therefore, all cross terms between 7 and e; from

8When ||®|| < 1, the equation I'(L) = I + ®L + ®2L2 + ... feasible because ® can be
decomposed by spectral decomposition, ® = AAA’, where is the diagonal matrix with eigen-
values. Therefore, ®* converges to 0 when K is infinity, since ®* = AA* A’ and all absolute
eigenvalues smaller than 1 and converge to 0.



different lagging terms can be ignored.

Similarly, we can also calculate the lagged moment constraints as following:

E[ApAp, ] = E[(T+ a)ry + e+ (® — I)(L + PL* + O2L3 + ..)(ary + €)
(L"(T+ a)ry 4+ Ley + LM(® — I)(L + ®L?* + L3 + ..)(ar, + €))']

E[(T+a)r + e+ (& — I)(L(ar; + e;) + L (ary +e;) + ...))

LM+ a)r + e + (& — I)(L(ary + ;) + L (ary + ;) 4 ...))']

= E[((® — )(®" LM (ar, + e;) + "L (ary + ) + O"TLLI 2 (ary + €)

+ NI+ )re 4 e+ (@ — D) (L(ar, + e) + PL*(ary +e) +...))]

= (& — )" TE[(ary + e) (T + a)ry + ;) + P(ar, + ey)(ary + e;)

(Bp — I) + ®*(ar; + ei)(ary + e) ®p(Pr — I)]

= (@ -N@" tal'o?, + (2 - Q" 'S+ (& — )" ' OX (P — I)+

(® - D" 120 (B — 1) + ...

=" 1[(® - Nal'o? + (® - )X + (& — )OX(Pp — )+

(& - DP*CPp(Pp — 1) +..]

= " Y@ — Nal'o? + (d - )T + <I’§:(<I> = DR (Pr — )]
k=0
(20)

From the equation(20), we can see that (® —I)al’o?, 4+ (® — )2+ ® 37 (P —
I®*Y®k (&1 — I) is unrelated with h. Therefore, by changing h from 1 to oo,
we can have these moment constraints to over identify ¥, from E(Ap,AP;_,)
as follows:

E[AptApi—z] = ‘I)E[AptAp;—l]
E[APtAPLz*,] = ‘I)QE[APtApLﬂ

(21)
E[APtAPQ—ﬂ = ‘PSE[APtAPQ—ﬂ

Therefore, the coefficient matrix ® can be over-identified from these constraints.
Then for the next step, to identify the rest parameters (3, and 02,), we have
these two constraint matrices:

Cl=110}, + 1d/o7, + al'ol, + D+ > (2 — DPFLOh(r — 1)
P (22)
C2=(®—Dal'o} +(@-DL+ 3> (- )OFLOh(p — 1)
k=0

where C1 and C2 are two constant metrics constraints, we can get C1 =
E[ApApi] and €2 = @~ E[Ap Ay



Generally speaking, there are K(K+1)/2 constraints from C1, since both right
and left side of equation(19) are symmetry matrices and there are K2 constraints
since the right and left side of equation(20) are asymmetry matrices.
Therefore, we vectorize the equation(19) and equation(20) to consider the iden-
tification of the model:

Vece(C1) = Vec|[(T+ a) (1 + ) 02,] + Vee() + Vec| Z (® — ISk (D — 1))
k=0

oo
= Vec(IT' + 1o/ + oI")o?, + Vec(E) + >_[(@ - )|
k=0

[(® — 1)®F|Vec(X)
(23)

To simplify the equation, we set © = 332 ([(® — I)®*] ® [(® — I)®*], then the
vectorized C1 is following:®.

—

Vec(C1) = 1I0% + 1 @ 1Vec(a')o?, + T®@ IVec(a)o?, + (IK2 + O)Vec(%)
IKMM +(I@1T+1®Dac?, + (Ix2 +0)Vec(X)
(24)

where T® 11 = sz, which is a matrix size of K2 x 1, Ic2 is the K2 x K? identity
matrix.
Similarly, we also vectorize the constraints C2 as following;:

Vec(C2) = Vee|(® — INal'lo?, + Vec[(® — XTI+

Vec[® i(@ — DOFYok (o — I)I]

k=0
=1®(@-DNac®, + I (®—-NVec(S)+ 1P
Vec(o72o(® — PS04 (d — T — 1)) (25)

=10 (@ - Nack, + 12 (®—NVec(X)+ 10 ®

3

(& —DP*) @ [(® — )P Vec(D)
k=0
=1@(@—-NacZ, +[[@(®— 1)+ 12 PO)Vec(X)

9Here we use Vec(AXB) = (B’ ® A)Vec(X) and Vec(a) = Vec(a!) since a is a vector.



Before we further discuss the identification of the model, we need to simplify ©
to simplify the identification constraints'®:

0= 3 (@ - ek o [(@— 1o
k=0

= i(@ —D)® (®—1)(" @ o*)
k=0

=(@—-1)®(®—I)(sumply(®® D))
=(PRP+IQI-OR - TRD)([g: — PR D)}
=l + (200D -0 - IRD)([g: — PR D) !

After splitting out the parameters (X, o and 02,) by vectorization, we have a
clearer structure for identification issue. Generally speaking, the identification
issue can be discussed by cancel out parameter through the union/combine of
Vec(C1) and Vec(C2), since we have K2 + K(K + 1)/2 constraints to identify
K + K(K + 1)/2 + 1 parameters/coefficients. If there is identification issue,
additional restriction can be added to the model. We aware this might be too
general for the identification issue discussion. Therefore, we will provide an ex-
ample of a two markets case below.

Corollary 1 Identification of two markets case (K=2)

For the K=2 case (two markets case), we examine the identification by canceling
out «.

Set C3 = Vec(C2) — 1@ (® — I)N{ Vec(C1), where Nj is the Moore-Penrose
left inverse of the matrix (I ® 1+ 1® I).

Therefore, we can easily calculate C3 as follows:

C3=(I@(®—1I)+ (I +®)0)Vec(X) —1® (® — )N} (Ig> + O)Vec(X)—
T®(® - I)N;(Io1)id?
=(I@@-1)+{I®2)0) -1 (&~ )N} (Ix> + 0)|Vec(X)
~T@((®-I)Nf (I @ 1)Id?
(27)

Generally speaking, the equation above has 4 constraints (since C3 is a 4 x 1
matrix), and we need to identify 4 parameters (3 from ¥ and 1 from o2,).
However, we need to restrict the ¥ diagonal so that the model is identifiable.
Here we will indicate why we need this additional restriction and why when %
is diagonal the model can be identified.

For the general case C3 = PVec(X) + Qo?, = [P1, P2, P3, P4|Vec(X) + [Qlo?,,

10We are using (A® C)(B® D) = (AC) ® (BD) and (I — A)~™ ' =T+ A+ A% + A3 + ..,
where [|A]] < 1.

10



where Pi is the ith column of the matrix P.
The constraints as following:

C3 = [P1, P2, P3, P4|[Var(es), Cov(es, eft), Cov(ess, ept), Var(ep)] + Qo

= [P1, P2+ P3, P4][Var(es:, Cov(est, et), Var(es)] + Qoft
(28)

We can find the rank([P1,P2+P3,P4])=2.1' Therefore, equation(27) is not
strong enough to identify 3 parameters/coefficients, so that we need to restrict
the ¥ diagonal.

On the other hand, rank([Q,P1,P4])=3. Considering equation(27) is in the rep-
resentation of Ax=b with 4 rows, 3 (diagonal) and ¢2, can be (over)-identified.
Specifically, equation(27) can be specified as equations below to identify o2,
Var(es), Cov(ess, eft) and Var(es):

ql x 02, +pll x Var(es) + (p12 + p13) x Cov(est, eft) + pld x Var(ep) = C31
q2 x 02, + p21 x Var(es) + (p22 + p23) x Cov(egs, ept) + p24 x Var(ep;) = C32
g3 x 02, +p31 x Var(es) + (p32 + p33) x Cov(est, eft) +p34 x Var(ey) = C33
g4 x 02, + pAl x Var(eg) + (p42 + pd3) x Cov(est, ept) + pdd x Var(ep;) = O34
(29)

where qi is the ith row of Q, Pij is the ith row of Pi, C3i is the ith row of C3.

For the equations above, all four parameters can be identified if and only if
[Q,P1,P2+P3,P4] is full rank. But we can also identify the rank of [Q,P1,P2+P3,P4]
is 3. Therefore, all these 4 parameters (02, Var(es:), Cov(est,ef) and Var(eg))
cannot be identified together.

On the other hand, if we restrict the ¥ to be diagonal, we will identify o2,
Var(es:) and Var(eys) from the equations below:

ql x 02 + pll x Var(es) + pld x Var(es) = C31
q2 x 02, 4+ p21 x Var(es) +p24 x Var(ep) = C32 (30)
q3 x a,t + p31 x Var(es) + p34 x Var(ep) = C33
q4 x 02, + pal x Var(es) + pdd x Var(es) = C34

Since rank([Q,P1,P4])=3, we can (over)identify 02, Var(es:) and Var(es;) from
the equation above.
After we identify ¥ and o2,, we can identify o from equation(19) as follows:

C1 =110 + 1o/0?, + al'o? +2+Z<1> NOFR0k (B — 1) (31)
k=0

We set C4 = [C1 — % — 322 (@ — I)OFS®E (Bp — I) — 1T'02,](02,)~". The
constant matrix C4 has 3 constraints to identify a. If we set o = [a,b]’. The

)

11Due to the space limitation, we won’t show the calculation here. But this can be easily
checked by calculating software such as Matlab.

11



identification can be simplified as follows:

C4=T1d +al

:( 2a a+b> (32)

a+b 1

Therefore, [a,b] or a can be identified.

2 Information share framework

In this part, we provide the steps to calculate the information share for the gen-
eralized model following Hasbrouck and De Jong and Schotman’s idea!?, and
this analysis is based on the general case:

Pt = Tmy + ary + O (pe,my) + €4 (33)
My = Mg—1 + Tt

Where my; is the scalar of efficient price, r; is the scalar of efficient price change,

since we are modeling a K market case, p; is a K x 1 vector, a is a K x 1 matrix,

Iis a K x K identity matrix, 1is a K x 1 vector of 1, ®, is a function of matrix

with lagged p; and m; with Cov(ry,ri—;) = 0, Cov(et,es—;) = 0, Cov(rs,e) =0

and Cov(r,e;—;) =0 for all i € N.

In the general case, we still decompose P, (p;, m;) as <I>1L(pt—fmt_1) —®or (my—

mt_l)f, where ®,;, and ®5; are polynomial functions of a matrix with the

lagging indicator.

Therefore, the model can be rewritten as follows by separating the generalized

error-correction terms:

Py = Tm; + ar + Q17 (pr — Tmtfl) — Do (my — mtfl)f‘f' et (34)
my =M1+ 7T

Following De Jong and Schotman (2010), we define the price innovations as
vy =pp — Imy_y.
Therefore, the model can be written as:

(I —®1p)v = (f+ o — <I>2Lf)rt + ey

- - (35)
vp=(I—®11) " (T+a—Pop)ry + (I — 1) ey

In this case, we assume ||®11|| < 1 thus (I—®1.)7 = ¢o1+P1.1L+po1 L2 +...,
and ®or, = o2 +Y12L+ 2 2L? +...4b, 2 L™. As mentioned, this representation
is normally achieved by unfolding following decomposition to factorization from
the matrix polynomial of L to the product of the highest power of 1. Therefore,

12Since the o coefficient indicate the over /under-reaction to the efficient price shock, we
leave this in the equation for all estimations besides the identification analysis.
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we can move the lagging indicators out and W;; matrices no longer include
lagging indicator L.

(I—®11) ' =¢por(I — D L) (I - Py L) L.(I — Dy L) F
= ¢o1(I + @11 L+ D3 L2+ )T+ Py L+ 2, L% 4 ...)...

(I+®4L+ L%+ ...) (36)
=g [[D (1 +9,L7)
k=1j=1

Therefore, the general model or equation(35) can be modified as following;:

Ve = (¢071 —|— (bl,lL + ¢2’1L2 —|— )(T—i— o — (¢0,2 + ’lpl,gL —|— ’lﬂg,ng + ...wmgLn)T)T‘t
(o1 + d1aL + da 1 L2+ . )ey
(37)

All lagged r; and all e; are uncorrelated with r; by assumption. Since we are
following De Jong and Schotman’s information share representation, the IS is
based on the regression of r; to vy (where vy = py—my_1), so it is straightforward
to simplify eq.(35) as following:

vy = o1 (1 + @ — Poal)r + Porher,n, LI7 + Z pi1Lie (38)
i=0

Then following De Jong and Schotman, 2010, we run the linear regression
Tt = YolsVt + M, 7 can be calculated as following:

v =T Cov(vs, 1)

o R (39)
=T "'po1 (1 + a —tp21)0?
Then the information share can be calculated as:
2
2 _ 9y
R =1- 2
_ Yy (40)
o2
= [por (1 + o — 1o 21)]
Therefore, the information share can be represented as follows
v =01 (I +a—tgal)o?
IS =yo0po1(T+a—1pal). (41)

T = Elvvy]

13



The equation(41) is the generalized IS estimator from De jong and Schotman,
where they restricted ¢o1 = I and 2 = 0'3. By the generalized represen-
tation equation(1), the framework would easily fit with various multivariate
market microstructure models.

2.1 Variance-covariance matrix of v,

On the other hand, to calculate the IS from equation(41), we need to provide
solution of Y~!. Here we indicate how to get the expression of Y~! following
Lutkepohl (2005), Chapter 11.

We start the calculation from equation(35) by decomposing @17, = 1g.1+v1,1L+
Yo 1L + b 1 L™

(I =)= (T +a—Pop1)ry + ¢

(o1 + Y11l + o1 L* + o pp 1 Loy = (T + a — Por 1)y + €

Yo,ve = —(Y1a L+ Yo 1 L2 4 b1 L™y + (T + @ — @or 1)y + e

v = =1 (V1L + 21 L + by 1 Loy + 951 (T4 o — Do 1)y + g 1 e

(42)
To simplify the equation above, we set:
A= —%_&%,1
q
Yor(l+a—0y 1) = BiL (43)
i=0
1#0_7%615 = Uy

Therefore, eq.(42) can be simplified as:

UV = Al’l)t,1 + AQUt,Q + ...+ Apvtfp + B()T't + Bl’l"t,1 + ...+ qutfq —+ ug
(44)

13We aware that they mention that the transitory noise in their model can be non-diagonal.
However, in all the models, they included additional restrictions in their identification analysis,
e.g., Cov(et,rt) = 0 and BN decomposition, and restrict orthogonal e; to restrict their IS
ranging from [0,1].
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Then this VAR(p)-X model can be rewritten as VAR(1) model as follows:

=AY, 1+ U,

Ut
Vt—1

Vt—
Y, = t—p+1 A

Tt
Tt—1
Tt—q+1
A As
I, O
0 I,
All_ e
0 0
0 0
0
1
Ay =0;A =10
0

Ut+BOTt
0
0
_ A, A U, = 0
Azq, Aso Tt
0
0
" (45)
A, A,
0 0 B, Bq
0 0 0 0
“en e ;Alz_ e
I, 0 0 0
0 I,
0 0 0
0 0 0
1 0 0
0O .. 1 O

where I,,, is the K x K identity matrix (K is the length of v;), and for Uy, ry is

in the pK+1 row.

Therefore, we can calculate the second moment of Y; from equation(45)) (define

Ty (h) = E[Y1Y/_,]):

YVi=AY, 1+ Us

EY;Y,_3]
I'y(h)

— AB[Yi\Y/ ) + E[U,Y].,]
= Al'y(h —1) 4+ E[U; t’_h]

(46)

Considering when h > 0, E[U,Y/_,] = 0 since u; and r; is not contained with

lagged v; and r; series.
Then we can easily get:

Py (h) = ATy (h — 1)
T'y(0) :AFy( 1) + E[U,Y/]
= ATy (1) + E[U,Y/]
= ATy (0)A" + E[U;Y/] (47)

vec(T'y (0)) =
vec(Ty (0)) =
vec(T'y (0)) =

( mxm

ec(ATy (0)A") + vec(E[U,Y])

(A ® A)vec(Ty (0)) + vec(E[UY/])

— A® A)"vec(E[U:Y/])
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With the expression of E[U;Y;] we can get the vectored I'y (0), then Cov(v;) =
I, 0 .. 0
0o 0 .. O
I'y(0))
0O 0 .. 0
Therefore, since the expression of U; and Y; can be taken from equation(45), we
can get the expression of E[U;Y/] as

utu; + B()Bé?“? 0 .. Borf ... 0
0 0 .. 0 ... 0
E[U:Y,] = Bir? 0 ... 7¢x7 ... O
0 0 .. 0 .. 0
YoiDe o1’ 0 .. Boo? .. 0 (48)
0 0 .. 0 .. 0
= Bjo? 0 .. o2 ... 0
0 0o .. 0 .. 0

Where 7; x r; and o2 is on the pm + 1 column and row. Note, B; for i € [0,q]
are K x 1 vectors here.

We understand that for most empirical models, the calculation of the variance-
covariance matrix does not need such a complex process (vectorization and so
on). However, we still provide the variance-covariance matrix for the general
framework of equation(34) since even though the representation might be cum-
bersome, the process can be easily standardized. More importantly, this process
indicates that the price innovation from the state-space model actually follows
a VARMA process after solving the unobserved component model.

2.2 Special cases of general information share indicator

Since the information share representation for the generalized market microstruc-
ture model is still too generalized, in most cases, the information share indicator
can be calculated with an easier process. Here we discuss two corollaries that
indicate how to calculate the information share in special cases. Notice, in these
corollaries, we might have stronger restrictions than the general case and our
empirical analysis (e.g., we assume Cov(e;) is diagonal).

Corollary 2: When ®; = SB(pi—1 — Tmt_l) and g is a K x K diagonal ma-

trix, the information share can be express as IS = y o (er a). This is a case
when we add the endogenous error correction term within the De Jong and
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Schotman’s model.

Proof: Similar to the previous generous case, this model can be written as
follows:

pe = Imy +ary + B(pe—1 — Imy_1) + e (49)
my = mMy—1 + 7y

where p; is a K x 1 vector, 1 is a column vector of 1, m; is the efficient price

as a number, « is a K x 1 vector, 3 is a K x K diagonal matrix, Var(r;)=02,

Var(e;)=%, e; is a K x 1 vector and Q is a K x K diagonal matrix (which we
assume that E[cov(et, e;—;)] =0 for i € N).
Similarly, if we assume vy = py —m;_1, this model can be expressed as following:
vy = (T+a)ry + By — BILry + ey
(I —BL)v = (T—i— o — 5TL)7} + ey (50)
vy = (I — BL) (T +a— BIL)ry + (I — BL) e
Where L is the lag indicator, and I is a ranking K identity matrix.
Therefore, the express of T can be calculated as following;:
T = Elvvy]
=[(I-BL) YT+ a—BIL)r + (I — BL) ey (51)
(I —BL) ' (T+a—BIL)r+ (I —BL) e)]
To calculate T, we set diagonal of 8 as B, where B = [by,bs,...b,]" and all
(| bi|<1),a =[a1,a2,...an]), e; = [er1,€1,2,...e;,n] and the diagonal vector of Q
as w = [wy,ws, ...wn].
Thus, we can write v; as following;:
I—BL) YT+ a—pBIL)r; + (I — BL) te;
+ 8L+ BPL* 4 ) A +a—BIL)r + (I — BL) ey
+a)ry + (BT + Ba — IBT)Lry + (B%1 + B2a — B21)L2r+
w4+ (I = BL) ey
= [(er a)ry + BaLr, + B2aLl?ry + ...+ Ie; + BLey + B2 L%e; + -
(1 + al)rt + biairi—1 + b%ath,Q + ... te1+ b16t7171 + b%et,zl...
(1

+ CLQ)’I“t + baasgri_q1 + b%ag’/‘t_g + ... tera+ ert_LQ + b%et_gg...

(1 4+ an)re + bpanri_1 + b2anri_o + ... + €tn + bn€t_1n + b%et_zn...
(52)

Therefore, we can easily simplify the E[v;v;] by two parts.
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T1$1 7'1’2 ~~~Tl,n

72,1 72,2 -T2.n (53)

Tn,1 Tn,2 --Tnmn
For the diagonal terms 7, ; considering | b; |< 1, E[cov(e;,e;)] = 0 when i # j
Elcov(e;, ;)] = 0 for any i and j, and cov(r;,7;) = 0 for ¢ # j , can be simplified
as following:

Tii = E[(l + ai)Qrf + b?afr?_l + b?a?rt_g + ..+ et2,i + b?@t_Li + bfet_m + ]

= (1420 + — )0 +

Wi
1-0?
(54)

For the non-diagonal terms 7; ;(¢ # j), similarly can be simplified as following:

Tig = B[(1+ a:)(1 + a;)rf + bibjasari_y + bibjaia;ri o + ..
aiQ;

2 (55)
00,7

:(1—|—ai+aj+

With the format of YT, we can just follow our general case to derive the repre-
sentation of information share.

The relation between innovation in the efficient price and the shocks to individ-
ual prices:

Tt = YoVt + 1 (56)

Therefore the regression coefficients v are as follows:

Yois = Y Cov(ry, vy)
= T Cov(ry, (I — BLY (T +a — BL)r + (I — BL) 'ey)
=Y 'Cov(ry, (I + L+ BL* +..)(T+ a — BL)r) (57)
— Tflcov(rt,I(TJr a)rt)
=T 11+ a)s?

Thus, the total fraction of the variance in the efficient price innovation r; ex-
plained by the vector price innovation is:

2 /
ﬁ — ’Y()ls T’Yols

R2 =1- 0_2 0_2 = r%)ls(f—i_ Oé) (58)

Thus, the vector of information share (IS) can be defined following De Jong and
Schotman:
IS = 7yois © (1 + a) (59)

This is a special case of De Jong and Schotman’s representation when additional
endogenous endogenous error-correction terms exist in the transitory part.
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Corollary 3: When ®1;, does not including lagging indicator, there is a struc-
tural /instantaneous error correction term. For this case we set: @17, = @1 and
®o;, = 0, therefore p; is allowed within the error correction term.

Proof: the model can be written as:

pe = Imy +ary + bo1(pr — Tmt—l) +e

my =M1+ 7y

The derivation as the previous part:

vy = (T + )re + gorve + e
(I —¢or)ve = (I +a)r +e (61)
v = (I — ¢01)_1(T+ Q)+ (I — do1) ey

We need to assume the matrix I — ¢o1 is full rank. To simplify the writing in
the function, we set 11 = (I — ¢o1) L.
Therefore, the equation above can be simplified as follows:

vy = o1 (1 + @)y + ores (62)

Similar as before, when running the regression r, = Yosv¢ + M, Yois can be
calculated as following;:

Yois = T Cov(vy,74)

=T Y401 (T + )o? (63)
Then the information share can be calculated as before:
R — Yous L Yols
o2 B (64)
= Yous[Yo1 (1 + )]
IS = o150 o1 (I + ) (65)
Then there is the calculation of Y:
Y = E(vv;)
= (%1({ +a)ry + 1/)01€t)(¢_(31(f + a)ry + Yorer) (66)
= E(@or1(1+ a)re + dores) (T + ) digure + €¢0,)

= Yo1 (1 + ) (I + )P0 + Yo Wiy,
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3 Comparing generalized information share and
De Jong and Schotman’s information share

De Jong and Schotman’s information share model uses the diagonal restric-
tion of the variance-covariance matrix of transitory term e; throughout their
study. Thus the asset price is only connected by the r; term (both permanent
and transitory parts). However, we remove this restriction to allow additional
co-movement across different markets. Therefore, the asset prices (p: or v) is
connect not only by the term of r;, but also by the lagged r; and e; terms. This is
clearly indicated from the equation(35): v; = (I—¢o1) ™ (I+a)r+(I—do1) e
We believe the beneficiary is two-folded:

First, it should better describe the high-frequency market. De Jong and Schot-
man’s diagonal variance-covariance matrix restricted that all agencies immedi-
ately react to the efficient shock. However, various papers have indicated that
information arrival can be delayed - some investors react to the market with lag.
Various studies of autocorrelation patterns echo this. We are aware that De Jong
and Schotman allowed AR(1) in the error term to allow autocorrelation within
the asset price change. However, we believe it would be more reasonable that
the autocorrelation comes from (1)the lagged efficient price change - some in-
vestors react to the news with delay, and (2) past error-correction mechanisms
- investors are correcting the past pricing errors for arbitrage opportunities.
Mathematically speaking, by allowing the endogenous error correction terms
(e.g. Andersen et al. p;_1 —my—_1), our model captured further autocorrelation
pattern and more second moment patterns, e.g. E[Ap;Ap;_p]. In another word,
we discuss the generous case when e;; for market i potentially contains lagged
¢, lagged e; + ,and lagged and current e;; from market j.

Second, by adding these endogenous error-correction terms, our model solves
the identification issue of the De Jong and Schotman’s framework - our model
no long request the transitory noise term orthogonal to each other. In other
words, our model captures additional market patterns without requesting addi-
tional constraints.

4 Information Share Limitations
In this section, since both De Jong and Schotman’s and our information share

models are based on a similar idea - Hasbrouck’s information share, we discuss
the limitation of this methodology.

Regression Issues Both De Jong and Schotman, 2010 and our model con-
sider the relationship between the innovation in the efficient price and the shocks
to individual prices with the following equation:

Tt = YolsUt + Tt (67)
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Naturally, this methodology encounter the issue that this regression might not
be valid. By definition, there might be some multicollinearity issue since the
v, are correlated by both models. However, this normally won’t be a severe
issue since in normal cases, since it is very unlikely that the price innovations of
different markets are highly correlated.!* But still, when the model parameters
indicate that the price innovations are highly correlated, we should aware that
the information share calculated in this extreme case might not be reliable. In
the extreme case, we might need replace this information share methodology
with other methodologies.

Information Share Scope In this part, we discuss the trustworthy scope
of the information share of De Jong and Schotman and our model — when the
information share can be restricted as [0,1].

Both De Jong and Schotman and our information share back to this basic equa-
tion(For simplicity, we discuss the case of 2 markets.):

Vgt = YsTt + Oecy + es

Vft = VfTt T €ct T €5t

Vst = St — My_1 (68)
Vft = fr—my_1

Where all of the parameters are scalars.'?

Or can be written as vectorized representation:

vy = Bry + Oec + €
(s
= (W)
_ [ Vst
7 g (69)
_ [ €Est
“T (ef,t>
0
o= ()

In both two models, Cov(ry, ec,t) = Cov(ec, est) = Cov(ecy,ef) = Cov(ry, esy) =
Cov(ry,eps) =0.

The two cointegrated markets’ prices can be described with the equilibrium
above, and we know this model’s coefficients and variance-covariance structures
from the estimation (as discussed in the identification analysis section). The key
question would be the proportions of the variance of the efficient price change

141f it happens, it usually means that the estimation frequency is not high enough to dis-
tinguish the price series shocks.
150ur error correction terms will be included in the ec,t terms.
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explained by each market.
Then calculate the variance-covariance matrix of v; as De Jong and Schotman,
2010:

Y = Elve,v;] = BB'o7, + 00’02  +072, (70)

€c,t

Then both De Jong and our model discuss the relationship between the innova-
tion of efficient price and shock to individual prices by this linear regression:

Tt = YoisVt + Mt (71)

As mentioned before, this regression equation determines that the information
share estimation methodology is only valid when this regression is valid.

The regression coefficient, Var(r;), R?, and information share follow the same
process in De Jong and our model:

’Y(/)ls = T_lﬁagt
Var(ry) =Ty + 072]
R*=1-0,/0}, =~'Ty+ 0o, =78
IS=~o0p

(72)

Specifically, now we examine when the regression of equation(71) is valid and
what is the scope of the information share in the special case of two markets.
Specifically, why 7,5 is positive in their model and why the information share
is scoped as [0,1]. We still from the general model of 2 markets:

Us,t = VsT't + eec,t + €s,t
Vit = Vfre + €ct T €5
Vst = St — Mt—1

ft — Mi—1

Uf,t
We write out the Y1
Tl = (ﬁﬁ’aft + @Ufm@/ + Ugt)_l

1
- (ﬁagt +0%02 ol 07, + 002, )
vvpor, H 002, Afor +ol ol
1

(302, + 02, + 02

€c,t €ft

(v,%o%l tog , toi,, =0l — o, )

J(yioR, + 6202 + 02 ) — (vsyror, + 002 ) (vsvror, + 002 )

€c,t

2 2 2 2 2 2 2
—VsVfOr, — 90’50,\5 VsO0r, +6 O-ec,t + O-es,t

(74)
Notice, the fraction part is always positive because its denominator is Var(vs ) Var(vys)—

Cov(vs,)Cov(vy,y).
Then from the equation above, we can get (the cross terms are canceled here):
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Yols = T_lﬁagt

1

T (30, + 02 + 02, J(202 + 0202 + 02 ) — (a0 + 002, )(vev0Z + 002 )
vior oo tol,  —vsvpor, — 007 Y5\ 2

( —Ysp07, — 002, Aiof + 0207 + 02) (W) 7

_ o7,

- (vjoR 02 402, V(202 + 6202 + 02 ) — (vsv502, + 002, ) (V502 + 002 )

vs(o2,, + Uifét) —Oyso?
(0202 + oe.,)— 0%030,4

€c,t
IS =015 08
_ o,
(vfo?, + o2, + 02, )20}, + 0202, + 02 ) = (vevr07, + 002, ) (vevs07, + 002, )

( vi(o2, , +02,,) = Ovsvrol )
7?(0202 + ggsyt) - H%fyfafcyt

€c,t

(75)

With the equation above, we can see when and why in some special case that the
correlation in our generalized model might be large and the information share
might getting negative - for example, when ch,t is significantly larger than 02”
and o2 ;.o In this case, the smaller terms of v, and v lead the mapped part of
the matrix to negative.

On the other hand, in De Jong and Schotman’s case, the information share as

follows:

5 o2, (ws a)
(Vjo2 + 02, ) (3202 + 02 ) — 7230k \VfoC,,
B o2 Vo, f,t)
T V30202 +12020%  + 02, 02 (v,%ai,t (76)

2 2
- 1 (%0@“
- o2 g2 202
2 2 2.2 ert%est \V0e,.,
’Yfa-es,t + FYS Jes,t + Uat

Easily, we can see why the information share by De Jong and Schotman is
positive and why the sum of them is smaller than 1, and why their framework
only allows the price innovations across different markets correlated through the
over /under-reaction of efficient price change r;16.

In summary, the information share in De Jong and Schotman and our frame-
work is strictly scoped in [0,1] when in the equilibrium (equation(68)) restrict
the 0 . = 0. In other words, to limit the information share restricted in [0,1], the

160nly in this case they can guarantee the information share in their framework in [0,1]
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assumption that the two markets are only correlated through different scales of
over/under-reaction to the efficient price r; is needed. In our generalized model,
we allowed the two markets to correlate through additional mechanisms. Thus,
we no longer have the mathematical restriction of the information shares strictly
in the scope of [0,1]. However, for the general market case (especially the fre-
quency is reasonable, e.g., frequency of 1s for the co-movement of SPY-EMINI
markets for most cases), our generalized information share is normally good
enough to capture the information share of the two markets. This is because
in normal time, the over/under-reaction to the efficient price change is not very
large across these two markets, and the co-movement of these two markets is
already well captured by the two error-correction mechanisms embedded in our
model. For the extreme cases, our quasi Bayesian approach would restrict in-
formation share within the scope of [0,1], so that the estimation is reasonable.
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